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Week Date Subject/Topics
1 2023/02/21 Introduction to Big Data Analysis

3 2023/03/07 Al, Data Science, and Big Data Analysis
4 2023/03/14 Foundations of Big Data Analysis in Python
5 2023/03/21 Case Study on Big Data Analysis |

6 2023/03/28 Machine Learning: SAS Viya, Data Preparation and
Algorithm Selection
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Week Date Subject/Topics

7 2023/04/04 (Children's Day) (Day off)

8 2023/04/11 Midterm Project Report

9 2023/04/18 Machine Learning: Decision Trees and Ensembles of Trees

10 2023/04/25 Machine Learning: Neural Networks (NN) and
Support Vector Machines (SVM)

11 2023/05/02 Case Study on Big Data Analysis Il
12 2023/05/09 Machine Learning: Model Assessment and Deployment
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13 2023/05/16 ChatGPT and Large Language Models (LLM)
for Big Data Analysis

14 2023/05/23 Deep Learning for Finance Big Data Analysis
15 2023/05/30 Final Project Report |
16 2023/06/06 Final Project Report Il
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Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
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The Development of Big Data Analytics

The third generation BDA

¢ Brain-like intelligence model

e Interpretable algorithms

. Combnung symbolism and
connectionism

e Knowledge and big data

The second generation BDA

* High-quality big data

e Machine leaming model
e Deep learning algorithms

The first generation BDA
e Disordered internet data

o Simple statistic

>

1950: 1975:1" Genetic
Test-can Algorithm
Machine Think
1951:
Ist Newron 1969:ANN
Computer | Leaming
1943 |
Binary:ANN 1976:MYCIN

Al Winter Al becomes a science :

The research activities of artificial intelligence®

1950 1960 1970 1980 1990 2000 2010 Time

Source: Wang, Junliang, Chugiao Xu, Jie Zhang, and Ray Zhong (2022). "Big data analytics for intelligent manufacturing systems: A review." Journal of Manufacturing Systems 62 (2022): 738-752.
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Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL
INTELLIGENCE

\flint} HH gence

MACHINE
LEARNING

DEEP
LEARNING

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010’s

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/
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Al, ML, DL

4 Artificial Intelligence (Al) )
4 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
\ GAN )

Semi-supervised l Reinforcement

L Learning Learning )




Artificial Intelligence

(Al)



Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“ .. the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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4 Approaches of Al

> hinki Roti |
Thinking Humanly: Thinking Rationally:
- The “Laws of Thought”
The Cognitive
] Approach
Modeling Approach
1. a.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
* Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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FinBrain: when Finance meets Al 2.0

(Zheng et al.. 2019)

Wealth Smart customer

Risk manaagement ™ Business securit ‘ Blockchain
9 y service

management

oo [ o e e

TR NI et s

Financial
Intelligence
: Combinatorial : : " Face Speech
Algorithms - optimization recognition recognition
and models : :
Machine v Reinforcement Transfer Knowledge
learning P 9 learning learning graph
T
Financial
big data

Business platform (electricity | Government agencies (social security, Eandanatitons

Media websites : i = : : Mgy
! supplier, payment, financial |civil affairs, public security, industry and .
forums ... management ... ) commerce, taxation, court ...) (bank, insurance ...)

Source: Xiao-lin Zheng, Meng-ying Zhu, Qi-bing Li, Chao-chao Chen, and Yan-chao Tan (2019), "Finbrain: When finance meets Al 2.0."
Frontiers of Information Technology & Electronic Engineering 20, no. 7, pp. 914-924
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Al 2.0

a new generation of Al
based on the
novel information environment of
major changes and
the development of

new goals.



Technology-driven
Financial Industry Development

Development | Driving Main landscape |Inclusive | Relationship

stage technology finance between
technology
and finance

Fintech 1.0 Computer Credit card, ATM, Low Technology as a

(financial IT) and CRMS tool

Fintech 2.0 Mobile Marketplace Medium Technology-

(Internet finance) Internet lending, third-party driven change

payment,

crowdfunding, and
Internet insurance

Fintech 3.0 Al, Big Data, Intelligent finance High Deep fusion
(financial Cloud
intelligence) Computing,

Blockchain



Al and Blockchain
Key Enabling Technologies of the Metaverse

N—A» D Real-time sensory data
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historical data

&
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. g8 "M &
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® gesture, VR/AR
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Immearuable
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Immersive
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Security
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Primary Technical Aspects in the Metaverse

Al with ML algorithms and DL architectures
is advancing the user experience in the virtual world

Brain-computer interface
o

Invasive and non-invasive signals
Mental state analysis

Neural
Interface

Data-driven modeling
Physical-digital view integration
Analysis-monitoring-prediction-simulation

— Metaverse's
Techniques

Ultra-reliable and low-latency communications
Multi-access edge computing
Intelligent spectrum utilization

L 2

Networkingf;: Blockchain

Language modeling

word prediction
Text-to-speech processing
Semantic labeling

Object detection and segmentation
Image restoration and enhancement
Pose estimation and action recognition

Virtual reality
Augmented reality
Mixed reality

- Data collection and sharing
- Data storage and management
- Data security and privacy

26



Al for the Metaverse in the Application Aspects

healthcare, manufacturing, smart cities, gaming
E-commerce, human resources, real estate, and DeFi

E-commerce

Development of virtual stores

Shopping experience improvement
Personalizing customer experience

Shopping behavior analysis and understanding

Physical activity recognition

Sensor-based fall detection

Lesion segmentation in breast image
Non-rigid heart motion estimation

Living assistance and risk awareness
Virtual health centers and hospital
Treatment planning and educative training

DeFi

Cryptocurrency-based financial platform
Leaning, borrowing, farming, and staking
Decentralized exchange and application
Trading products and NFT using crypto

Console, mobile, and PC gaming platforms
Al-assisted game store telling

Procedural content creation

Tactical planning for Al agent

Immersive gamming experience evaluation
Al-aided gaming developing optimization |, /
Realistic player-NPC interaction

Metaverse's |
Applications

| Real Estate

\ Virtual land investment in the metaverse
"~ Land and house for trading
NFT-associated real estate in virtual worlds
. Cost-efficient marketing channel for real estate companies

Shortening product lifecycle

/ *| Machine condition supervision

' Fault detection and diagnosis

Production line optimization
Manufacturing scalability and compatibility
Make-to-order manufacturing enterprise
Virtual entities for operating transparency

Human Resource
Virtual job fairs
Immersive recruitment experience
Revolution of working style and workplace
Virtual meeting platform supporting metaverse

Intelligent transport system

Smart community portal

Video-based surveillance system

Collaborative home appliances control

Smart environmental trackind and awareness
. Sustainable green agriculture

Virtual replication in metaverse ecosystem

27
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EMC Education Services,

Data Science and Big Data Analytics:

Discovering, Analyzing, Visualizing and Presenting Data,
Wiley, 2015

EMC

Data Science and
Big Data Analytics

Discovering, Analyzing, Visualizing and Presenting Data

\ 5@‘&{* -y
1paAIE11010"

M
N

EMC Education Services

http://www.amazon.com/Data-Science-Big-Analytics-Discovering/dp/111887613X



http://www.amazon.com/Data-Science-Big-Analytics-Discovering/dp/111887613X

Data Analyst

* Data analyst is just another term for professionals
who were doing Bl in the form of data compilation,
cleaning, reporting, and perhaps some
visualization.

* Their skill sets included Excel, some SQL
knowledge, and reporting.

*You would recognize those capabilities as
descriptive or reporting analytics.

30



Data Scientist

* Data scientist is responsible for predictive analysis, statistical analysis,
and more advanced analytical tools and algorithms.

* They may have a deeper knowledge of algorithms and may recognize
them under various labels—data mining, knowledge discovery, or
machine learning.

* Some of these professionals may also need deeper programming
knowledge to be able to write code for data cleaning/analysis in
current Web-oriented languages such as Java or Python and statistical
languages such as R.

* Many analytics professionals also need to build significant expertise in
statistical modeling, experimentation, and analysis.

31
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Exploratory“.

Analytical
Approach
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Explanatory..'
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Yappmsmmnnns®

Data Science and
Business Intelligence

-

1 Intelligence

(( Predictive Analytics and Data Mining \\
(Data Science)
Typical * Optimization, predictive modeling,
Techn‘ques fﬂw statistical m
and ® Structured,/unstructured data, many
Data Types types of sources, very large datasets
® What if__?
83:‘ st"i:fn’; © What's the optimal scenario for our business?
» What will happen next? What if these trends
N continue? Why Is this happening? /)
Business Intelligence E.
" Typical © Standard and ad hoc reporting, dashboards,
Techniques alerts, queries, details on demand
and ® Structured data, traditional sources,
Data Types manageable datasets
. Boamrans :Whutuppemdh't:tnrta‘?
1 Business , Questions | © How masy units sold

* Whare |a the problemT In which situationa? J

\J ’

~-----‘

Past .
Time

Future
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Data Science and
Business Intelligence

(= D \)
A Predictive ?B:lt;;ﬂg '::ge l))ata Mining "

Exploratory
Typical | o Optimization, predictive modeling.
Techniques forecasting, statistical analysis
and * Structured,/unstructured data, mary

Data Types types of sources, very large datasets
o What if._?

°°'“q"'°i N | o what's the optimal scenario for our business?
o What will n next? What if these trends

=\ continue? Why Is this happening? F

Past " Future
Time

Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015



Predictive Analytics
and Data Mining
(Data Science)

Structured/unstructured data, many types of sources,
very large datasets

Optimization, predictive modeling, forecasting statistical analysis

What if...?
What'’s the optimal scenario for our business?
What will happen next?
What if these trends countinue?
Why is this happening?

34



Profile of a Data Scientist

 Quantitative
e mathematics or statistics
* Technical

* software engineering,
machine learning,
and programming skills

* Skeptical mind-set and critical thinking
e Curious and creative

e Communicative and collaborative

35



Data Scientist Profile

Quantitative

Communicative
and

Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015
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Big Data Analytics
Lifecycle




Key Roles for a
Successful Analytics Project

Business Intelligence

Business User Project Sponsor Project Manager

Database
Administrator (DBA

Data Engineer Data Scientist

Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015

38



Overview of Data Analytics Lifecycle

Operationalize

5

Communicate

Results

Is the model robust
enough? Have we
failed for sure?

(4

Model

Building

Do | have enough
information to draft
an analytic plan and

share for peer review?

2 Do I have
enough good
quality data to
Data Prep start building
the model?

3

Model
Planning

Do | have a good idea
about the type of model
to try? Can | refine the
analytic plan?

39



Overview of Data Analytics Lifecycle

1. Discovery

2. Data preparation

3. Model planning

4. Model building

5. Communicate results

6. Operationalize



Key Outputs from a
Successful Analytics Project

' Code WM Presentation for Analysts
&= Technical Specs WM Presentation for Project Sponsors

Project Manager Business Intelligence Analyst

7 ¥ ¥

Database Administrator

Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015 41



Example of Analytics Applications

in @ Retail Value Chain
Retail Value Chain

Critical needs at every touch point of the Retail Value Chain

« Shelf-space
optimization

* Location analysis

« Shelf and floor
planning

* Promotions
and markdown
optimization

* Trend analysis

« Category
management

* Predicting
trigger events
for sales

of demand

» Better forecasts

» Deliver seamless
customer
experience

» Understand

of channels
» Optimize marketing
strategies

relative performance

ﬁ.-s

b Q""i‘.'/ Na.Losistigs/ W

n
Vendors A
» Supply chain » Targeted promotions
management « Customized inventory
* Inventory cost * Promotions and
optimization price optimization
* Inventory shortage » Customized shopping
and excess experience
management

» Less unwanted costs

* On-time product
availability at low
costs

* Order fulfilment
and clubbing

* Reduced
transportation
costs

. Bunldmg retention
and satisfaction

* Understanding
the needs of the
customer better

« Serving high LTV
customers better

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Analytics Ecosystem

Data

Data

. ’ Management
| fenir‘a Iton Infrastructure
nfrastructure Providers

Providers Regulators and

Policy Makers

Data

: ANEEIGS Warehouse
Analytics- Analytics Industry Providers
50;3used User Analysts &

ortware N Organization Influencers
Developers/ APplication ’
Developers:

Industry Specific
or General

Academic
Institutions and
Certification
Agencies

Middleware
Providers

Data Service
Providers
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Job Titles of Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Three Types of Analytics

Business Analytics

Descriptive Predictive Prescriptive
o
2 What happened? What will happen? What should | do?
§ What is happening? Why will it happen? Why should | do it?
a
» v Business reporting v/ Data mining v/ Optimization
% v’ Dashboards v/ Text mining v/ Simulation
© v Scorecards v Web/media mining v’ Decision modeling
L v Data warehousing v’ Forecasting v Expert systems
(0]
g Well-defined Accurate projections Best possible
S business problems of future events and business decisions
g and opportunities outcomes and actions

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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A Data to Knowledge Continuum

Business Process

uoB uoB uoB
1.0 [E 2.1 30 [
\ uoB
- A

Internet/Social Media
ata Protection

Instagram
Pinterest Facebook
Twitter Linkedin

Snapchat O YouTube

Flicker Google+
Foursqare Tumblir

N

Machines/Internet of Things

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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A Simple Taxonomy of Data

Data in Analytics

Structured Data

Unstructured or Semistructured Data

Categorical Numerical
~—>  Nominal > Interval > Multimedia
~—>  Ordinal > Ratio —> XML/JSON

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson

Y

Audio

Video
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Data Preprocessing Steps

ey )T :
Raw Data :

l Sources

Data Consolidation 1

v Collect data
v Select data
v Integrate data

| ;

Data Cleaning 1

v Impute values
¥ Reduce noise
v Eliminate duplicates

y s

Data Transformation 1
v Normalze data
v Discretize data :
v Create attributes :

|

Data Reduction 1
v Reduce dimension %
v Reduce volume :
v Balance data §

&

Well-Formed
Data

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



An Analytics Approach to Predicting Student Attrition

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Balanced Data |Imbalanced Data |

A Graphical Depiction of the
Class Imbalance Problem

Input Data Model Building, Testing,
and Validating

Model Assessment ____

(Accuracy, Precision+, Precision-)
-(90%, 100%. 50%)

Which one
IS better?

: (80%, 80%, 80%)

(Accuracy, Precision+, Precision-)

*Yes: dropped out, No: persisted.

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Ana

ytics, an

d Data

Science: A Managerial Perspective, 4th Edition, Pearson
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Relationship between Statistics
and Descriptive Analytics

Business Analytics

i l

Descriptive Predictive Prescriptive

[ D P [ StatIStIC; ]

A

[Descr'lptwe] [ Inferential ]
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Understanding the Specifics about
Box-and-Whiskers Plots

O <=z Outliers
OA
—— Max
(o]
Upper
I — Quartile
< Median
x .
™ Mean
Lower
- Quartile
P R— Min
O ~
(o} ‘\\
O <=======- Qutliers
i\ I\ J
Y Y
Variable 1 Variable 2

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson

Larger than 1.5 times the
upper quartile

Largest value, excluding
larger outliers

25% of data is larger than
this value

50% of data is larger than
this value—middle of data set

Simple average of the data set

25% of data is smaller
than this value

Smallest value, excluding
smaller outliers

Smaller than 1.5 times the
lower quartile
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Value Creation by Big Data Analytics

(Grover et al., 2018)

Strategy Leadership Trust d . Governance Support  Data-Driven Culture
Technological and Industry Context Moderating Factors Competitive Dynamics

Value
Manifestation

| Capability Building Process > Capability Realization Process >

Direct value from BDA Value Targets

| Value Creation

/ \ i Organization
BDA | Mechanisms i Performance
BDA Infrastructure Capabilities > Transparency and access | Impact
. ' » Discovery and | .
/ .pe . | :
Big Data Asset | A.b|I|ty ’Fo integrate, | experimentation | | Business roducts & -IO Functional Value
v" Analytics Portfolio disseminate, t » Prediction and optimization 1 | Processes t Services .
v Human Talent explore, and { > Customization and targeting ! mprovemen Innovation ¢ Symbolic Value
@alyze big data j i > Learning and crowdsourcing !
E » Continuous monitoring and | Consumer
| proactive adaptation i Exp,\e/Ir;Eecte &
Enhancement
‘ Learning by Doing (Coevolutionary Adaptation)
Investments --- Assets ------ Capabilities ------- Applications ----------- Targets ------- Impacts ---------- Value
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Architecture of Big Data Analytics

Big Data
Sources

\

* Internal
* External

* Multiple
formats

* Multiple
locations

* Multiple
applications

Raw

-
Data

Transformation

>

Big Data

Middleware

Extract

Data

Platforms & Tools

Transformed

>

Transform
Load

\ S

é Y

Data

Warehouse
A\ _J

|
rTraditional1
Format

CSV, Tables |

Big Data

7~

Hadoop
MapReduce
Pig
Hive
Jagl
Zookeeper
Hbase
Cassandra
Oozie
Avro
Mahout
Others

N\

Big Data
Analytics
Applications

Queries

Big Data

Analytics
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Architecture of Big Data Analytics

. Big Data
Big Data Big Data Big Data Analytics
Sources Transformation Platforms & Tools Applications

-

ueries

* Internal Q

* External

* Multiple Reports
formats

* Multiple
locations

* Multiple

applications

L

Source: Stephan Kudyba (2014), Big Data, Mining, and Analytics: Components of Strategic Decision Making, Auerbach Publications
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Taxonomy of Big Data Analytics (BDA)

C oA D
{

BD predictive
analytics

l DB descriptive
analytics

BD prescriptive I
analytics

DW =Data warehouse

DM =Data mining

SM = Statistical modeling .

ML =Machine learning BD & data analytm)
V = Visualisation

O = Optimisation
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Framework for BD and Bl Research

¢ Data Collection
* Data Storage
* Data Analytics
* Infrastructure

A Technology Application

* Value Creation

* Individual Impact
* Organizational Impact
O Social Impact

e Management

* Business

* Medicate

* Supply Chain
* Engineering
* Services

» Adoption of BD/BI
* Cost Benefit

* Security/Privacy

* Human Resource

/

Source: Ting-Peng Liang and Yu-Hsi Liu (2018), "Research Landscape of Business Intelligence and Big Data analytics: A bibliometrics study”,

Expert Systems with Applications, Volume 111, 30, 2018, pp. 2-10
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Big Data Driven Intelligent Manufacturing

N
Correlation
Analysis

pality Improvement

Source: Wang, Junliang, Chugiao Xu, Jie Zhang, and Ray Zhong (2022). "Big data analytics for intelligent manufacturing systems: A review." Journal of Manufacturing Systems 62 (2022): 738-752.
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Appllcatlons of BDA in Manufacturing Systems

A= ) e I\
e T = E—
e b B i B - - S =

Dlgnualnon and Pammucnamon Data driven fine design 2 \_ Scheme generation process /| Scheme extraction process )

AN

Historical cases

. . . Big data-driven planning and
Big data-driven product design e P v
scheduling

. . . Big data-driven Prognostics health
Big data-driven quality management .
management (PHM)

Data from sensors

Data from information
systems

= =Y @ & @ N N
e v o= B - -
PRS ) - v - .
et F e »* > AR
Ny = = R AL
= w -a\l..‘”" ) w] :
- ‘T_"- B
Key factor
. AR ality prediction ality control : —-— B
| identification \Q" yPp g1 - y, \__ Cross-media data for PHM )\ End-to-end architecture for PHM

Source: Wang, Junliang, Chugiao Xu, Jie Zhang, and Ray Zhong (2022). "Big data analytics for intelligent manufacturing systems: A review." Journal of Manufacturing Systems 62 (2022): 738-752.
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Stephan Kudyba (2014),
Big Data, Mining, and Analytics:
Components of Strategic Decision Making, Auerbach Publications

Big Data,
Mining, and
An_za_lyti,_'c::s

& & Stephan :uyba
BREGrewordiby Tom Davenport,..

Source: http://www.amazon.com/gp/product/1466568704
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Social Big Data Mining

(Hiroshi Ishikawa, 2015)

Social Big Data
Mining

Hiroshi Ishikawa

Source: http://www.amazon.com/Social-Data-Mining-Hiroshi-Ishikawa/dp/149871093X
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Social Big Data Mining

Enabling Technologies

* Integrated analysis model

Natural Language Processing
* Information Extraction

* Anomaly Detection

* Discovery of relationships
among heterogeneous data
Large-scale visualization

* Parallel distrusted processing

S —————

Architecture for

-
‘—

\J( Integrated analysis } A A
\'\‘:M:-f/“/
1 \ \

1
/ : / \Conceptual Layer
| |} 1 v Y
; . " ‘\ 'I \
/ - v :
/ V! ; Data
' ‘ . [ |
/ v _Mining
; ! — \
J Multivariate %! Application 'y

specific task

Logical Layer

Software

Social Data

Hardware

Physical LayeF’

Analysts

* Construction and
confirmation
of individual
hypothesis

* Description and
execution of
application-specific
task
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Business Intelligence (BIl) Infrastructure

Extract, transform,

Casual users
* Queries
* Reports
¢ Dashboards

Power users
* Queries
* Reports

r-'DZtE mini Fg'=

Source: Kenneth C. Laudon & Jane P. Laudon (2014), Management Information Systems: Managing the Digital Firm, Thirteenth Edition, Pearson.
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A

Data Warehouse
Data Mining and

Increasing potential

to support
business decisions End User

Data Presentation Business
L . Analyst
Visualization Techniques
Data Mining : Data
Information Discovery | Analyst

Data Exploration
Statistical Summary, Querying, and Reporting

/ Data Preprocessing/Integration, Data Warehouses \
DBA

Data Sources
Paper, Files, Web documents, Scientific experiments, Database Systems
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Data
Sources

A High-Level Architecture of BI

Data Warehouse Business Analytics Performance and
Environment Environment Strategy

Business users Managers/executives

Technical staff

BPM strategies

Build the data warehouse Access

Data
warehouse

—_—

- Organizin
0 . Manipulation, results

- Summarizing
- Standardizing

Future component:
Intelligent systems

User interface m

- Browser
- Portal
- Dashboard

J \_ J

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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The Evolution of Bl Capabilities

Querying and ETL
reporting
Data
Metadzia ’ warehouse
EIS /ESS DSS
Financial Data marts Spreadsheets
reporting (MS Excel)
Digital cockpits
and dashboards —> Lt
Business {
Scorecards and / Intelligence
dashboards
Workflow 4
Alerts and
notifications
Datg & text Portals
mining Predictive Broadcasting

Source: Turban et al. (2011), Decision Support and Business Intelligence Systems
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Data Mining
Is a Blend of Multiple Disciplines

Statistics

Management
Science & Artificial
Information Intelligence
Systems

DATA MINING

(Knowledge
Discovery)

Database Machine
Management Learning &
& Data Pattern
Warehousing Recognition

Information
Visualization

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Data Mining at the
Intersection of Many Disciplines
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Big Data, Data Mining, and Machine Learning: Value Creation for
Business Leaders and Practitioners,

Jared Dean,

Wiley, 2014.

moMACHINE
LEARNING

Value Creation for Business Leaders
and Practitioners

Jared Dean SN

Source: https://www.amazon.com/Data-Mining-Machine-Learning-Practitioners/dp/1118618041
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BIG DATA
ANALYTICS

TURNING BIG DATA INTO BIG MONEY

http://www.amazon.com/Big-Data-Analytics-Turning-Money/dp/1118147596
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. " - Comyrigived M.'.Iun.a -
- o
m

| A IIEVOI.I.ITION

THAT WILL TRANSFORM HOW
WE LIVE, WORK, AND THINK

" VIKTOR MAYER-SCHONBERGER I
m « KENNETH CUKIER = =« ®
[ . =
http://www.amazon.com/Big-Data-Revolution-Transform-Mayer-Schonberger/dp/BO0D81X2YE
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National Cyber Maritime Smarter

Security security security Transport
VISUAL ANALYTICS
DYNAMIC & INTERACTIVE ENHANCE
Dashboard Graph Understanding Investigation
Map User Experience

v ] B K2 ) P8 e

QUERY & FILTER
Complex queries
R2|2

BIG ANALYTICS

DETECT PREDICT DECIDE
Anomalies Tending Simulation
Communities Real-time Optimization
Typologies Prediction

w
ST

BIG DATA - Batch

BIG DATA = Real Time

#0000 (0 1) 2 IR g [

Complex by nature

DATA Complex by structure

G
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Big Data with Hadoop Architecture

LOGICAL ARCHITECTURE

Processing: MapReduce

Job Tracker
Task Tracker

Task Tracker Task Tracker

'I 'I 'I

[ reocer R reovcer PRI Feoucer |

Storage: HDFS

Data Node Data Node Data Node
Blox coo N -/
BLOCK BLOCK BLOCK

PROCESS FLOW

+0 e

Split 0
Input
Data B bm > Il__
Set
Split 1
o4 B Mepn B3 =
Spiit
PHYSICAL ARCHITECTURE

Reuceo |8
o oo B

A

I_ Reduce 0 B g4
— g X

Hadoop Cluster

i

Hhaasen

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

.
'
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Big Data with Hadoop Architecture

Logical Architecture
Processing: MapReduce

Job Tracker

Task Tracker Task Tracker Task Tracker
| waooer [l

Shuffle and Sort
|| Reducer ||

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

Jil
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Big Data with Hadoop Architecture

Logical Architecture
Storage: HDFS

Data Node Data Node Data Node

BLOCK

BLOCK

Source: https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Big Data with Hadoop Architecture
Process Flow

NN N Creaceo |8

o T o e R
| \\‘\

A b
S g T, - R

Split n

Source: https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Big Data with Hadoop Architecture
Hadoop Cluster

- Master sl | PN
- siave  m | [0l |
- siave s M | S0l |
siave e =20
- siave e N | [Sl |
- siave e Nl | (oo ool |
- siave Bl | [0l |,
save SN | [S5o0
- Siave  pu Ml | S0l s

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Traditional ETL Architecture

CRM

ERP

WEB SITE
TRAFFIC

-

Source: https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

T

Lb
>

csv

Staging
Area

\A A/

—

DATA
WAREHOUSE

S——

i,

\AA

J

i

Data
Marts

DATA
MINING

REPORTING

' E
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CRM

ERP

WEB SITE
TRAFFIC

SOCIAL
MEDIA

SENSOR

LOGS

Offload ETL with Hadoop
(Big Data Architecture)

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

/_\

DATA
WAREHOUSE

S—

|

ITL

L N R R N

VY
i R

=
£

REPORTING

A
—
B3
==
e
—
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Spark and Hadoop
K
o

cassandra

Spo
 TiERlEED

R
L% MESOS HBASE
<P

Source: http://spark.apache.org/
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Spark Ecosystem

Spark MLIib

Streamingf} (machine
learning)

Apache Spark

Source: http://spark.apache.org/



http://spark.apache.org/

OpenAl ChatGPT

@OpenAI API RESEARCH BLOG ABOUT

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT
which interacts in a conversational way.
The dialogue format makes it possible for
ChatGPT to answer followup questions,
admit its mistakes, challenge incorrect
premises, and reject inappropriate
requests. ChatGPT is a sibling model to
InstructGPT, which is trained to follow an
instruction in a prompt and provide a
detailed response.

https://openai.com/blog/chatgpt/



https://openai.com/blog/chatgpt/

Conversational Al

to deliver contextual and personal experience to users

Automated Speech
Recognition
: 1 Sure, | need your
Hi, | need :0 | ID to check the
access a_wr ua » acCcess
meeting. DlalOg Natual L?nguage permission?
P Management _, Generation
s Forming Response  Offering response

Natual Language
Understanding J

; ; ; t ;

Machine Learning and Deep Neural Networks
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OpenAl ChatGPT

Examples

"Explain quantum computing in
simple terms" =

"Got any creative ideas for a 10
year old's birthday?" -

"How do | make an HTTP
request in Javascript?" =

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

A

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

i e

Free Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feedback will help us

improve our systems and make them safer.

https://chat.openai.com/chat
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M

OpenAl ChatGPT

What is the future of Al?

It is difficult to predict the exact future of Al, but many experts believe that it will continue
to play an increasingly important role in our lives. Some potential future developments in
the field of Al include:

* Improved natural language processing, allowing Al systems to better understand and
respond to human speech and writing.

* Enhanced ability to learn and adapt, allowing Al systems to become more autonomous
and capable of handling a wider range of tasks.

* Greater integration with the internet of things (loT), allowing Al systems to control and
interact with a wide range of connected devices in the home and workplace.

* Continued advances in machine learning, allowing Al systems to make more accurate
predictions and decisions based on data.

* Increased use of Al in healthcare, transportation, and other industries, leading to more
efficient and effective processes and services.

* Continued development of ethical and regulatory frameworks to ensure that Al is
developed and used responsibly.

Ultimately, the future of Al will depend on how it is developed and used by individuals,

organizations, and society as a whole.

https://chat.openai.com/chat
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Large Language Models (LLM)
(GPT-3, ChatGPT, PaLM, BLOOM, OPT-175B, LLaMA)

OPT-175B

BB3
PaLM-Coder 1758

Minerva
5408

& Parameters

’ Al lab/group

Available | Chinchilla
0 708 Flamingo
Closed 0 4R anr
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ULMFit

Transformer

The Transformers Timeline

GPT

BERT RoBERTaXLM-R DeBERTa GPT-Neo

GPT-2

DistrilBERT

GPT-3

TS5

GPT-J

PaLM
’

BLOOM

ChatGPT

OPT-175B |[LLaMA

— L

2019

2017

2018

2020

2021

2022

2023
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT T5
|

BART
|

M2M-100
|

BigBird
|
ELECTRA mTO

RoBERTa

ALBERT

BLOOMZ

DeBERTa ChatGPT
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base (May/2020)

+  GPT-3Small 125M
®  GPT-3Large 760M
® Ger327m

@ o3

GPT-3 Medium 350M
oda

o GPT-3XL1.38
babbage

GPT-36.78
. curie

GPT-31758
dovinci

special (Dec/2021)

o

Key

Model name / Parameters / (Instruction type)

APT name [ Openvia API
[] Researchonly
[ Popular

ChatGPT and GPT-3 Family
(GPT-3, InstructGPT, GPT-3.5, ChatGPT)

embeddings (Jan/2022)

. text-embedding-ada-002

> text similarity
text-similarity-ada-001
text-similarity-babboge-001
text-similarity-curie-001
text-similarity-davinci-001

» text search
text-search-ado-doc-001
text-search-ado-query-001
text-search-babboge-doc-001
text-search-babboge-query-001
text-search-curie-doc-001
text-search-curie-query-001
text-search-davinci-doc-001
text-search-davinci-query-001
» code search
code-search-ada-code-001
code-search-ada-text-001
code-search-babboge-code-001
code-search-babboge-text-001

instruct (old)

‘ curie-instruct-beto 6.78

InstructGPT-3 1758 (SFT)
dovind-instruct-beto

e text-oda-001350M
® text-bobboge-001 1.38 (FeedME)
@ text-curie-0016.78 (FeedME)

‘ text-davinci-001 1758 (FeedME)

code (Jul/2021)

Codex 128
code-cushmaon-001

Codex 1758
code-davinc-001

pretrain + cpt (Mar/2022)

® GPT-3138Bpretrain
® GPT-32.78pretrain
@ GPT-36.78 pretrain
®  GPT-3unsupervised cpt-text 1.28

https://lifearchitect.ai/gpt-3/

insert + edit (Mar/2022)

' text-davinci-insert-001
. text-davinci-insert-002
. text-davinc-edit-001
‘ code-davinci-edit-001

GPT-3.5 (2022-2023)

Codex 1758 (no instruct)
code-daving-002

text-davinci-002 1758
(FeedME)

text-davine-003 1758

(PPO)

ChatGPT 1758 (PPO)
text-chat-davinci-002-20221122

Microsoft Bing Chat 1758
(Proprietary, related to WebGPT)

» Miscellaneous API
1. cushman:2020-05-03
2. 0d0:2020-0503

3. bobbage:2020-05-03
4. curle:2020-05-03

5. dovingi:2020-05-03

6. if-curie-v2

7. if-davinciv2

8. if-dovingi:3.0.0
9. dovinci-if:3.0.0

10.davinci-instruct-bet:2.0.0
(SFT)

11.text-ada:001
12.text-babboge 001
13.text-curie 001

14, text-davinci:001

15.oudio-transcribe-deprecated

Total models shown in this viz
=62
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Step 1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

™™
./
Explain reinforcement

leaming to a 6 year oid.

;

©)

4

We give treats and

punishments to teach,.

¢

SFT

Step 2
Collect comparison data and
train a reward model.
A prompt and oy
I model -
severalm Explain reinforcement
outputs are Jearning to a 6 year old.
sampled.
0o 0
":;;;’:‘ Lrpden revaehy
(¢ (o}

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

-

u e W phve ety and

o A LN O T
oo fmach

"4

”
@&
0-0-0-0

Step 3

ChatGPT: Optimizing Language Models for Dialogue

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

https://openai.com/blog/chatgpt/

A=

Write & stoey
about otters,

'

FPO
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Training language models to follow instructions with human feedback

InstructGPT and GPT 3.5

Step1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

v

)

4

Some people went
to the moon..,

:

SFT
.@S@.
Z
BEE

A prompt and
several model R ' oo
outputs are landing to a 6 year old
sampled.
0o (5
(c (0]
A J
A labeler ranks
the outputs from @
best to worst.
0-0-0:-0
This data is used RM
to train our .,}?.A.
reward model. W
0-0-0:-0

A new prompt

: ™
is sampled from T
the dataset. about frogs

|

Y
The policy PPO

enerates o8,
g o/)?o&o -
an output. \.\;52{/
Once upon a time...

v

The reward model =
Iculat
—_—"
Y

the output.
The reward is )
used to update rk
the policy
using PPO.
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Reinforcement Learning from Human Feedback
(RLHF)

1. Pretraining a Language Model (LM)
2. Gathering Data and Training a Reward Model

3. Fine-tuning the LM with Reinforcement Learning

https://huggingface.co/blog/rlhf



https://huggingface.co/blog/rlhf

Reinforcement
Learning
from Human
Feedback (RLHF)

Step 1. Pretraining
a Language Model
(LM)

Prompts & Text Dataset

Train Language Model

Human Augmented
Text (Optional)

https://huggingface.co/blog/rlhf

Initial Language Model
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Prompts Dataset

Re i nfO rCE m e nt ( Reward (Preference) R
Model
Learning . .0
. O 0 \ 4 -
from Human i s §lere S
Feedback (RLHF) {sample, reward} pairs . Y

Sample many prompts

Step 2. Gathering l l l l l l l l

Data an d € Initial Language Model h Lorem ipsum dolor

sit amet, consectet

Outputs are ranked
(relative, ELO, etc.)

e e O O adipiscing elit. Aen
Tra I n I ng a O % \ Donec quam felis
zN : ,‘ : ,',:E'{ vulputate eget, arc
Reward Model S/

QQ0
Q09

eros faucibus tincit  Human Scoring
luctus pulvinar, her

W
JTVRN

Generated text

https://huggingface.co/blog/rlhf
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Reinforcement
Learning
from Human
Feedback (RLHF)

Step 3. Fine-tuning
the LM with
Reinforcement
Learning

Prompts Dataset

Vv X: Adogis... WV

Initial Language Model

y: a furry mammal

—AkLDkL (WPPO(y|-'B) | 7rbaLse(y|-’I7))
KL prediction shift penalty

/" Tuned Language )
Model (RL Policy)
’: : Reinforcement Learning
3¢ Q"-.\’ N\ Update (e.g. PPO)
O(\ “_/ ' 7" ya
Nete/ N 0 < 0+ VoJ(0)
@@
\L AN
RLHF ®®®® Geward (Preference?
Tuned Text ®®®® Model
L e .
y: man’s best friend >| = : o LN 2 Ve
3 ::: 9
\. J
" > J, /
> +
ro(y|x)

https://huggingface.co/blog/rlhf
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Generative Al
Gen Al




Stable
Diffusion

Muse

Generative Al Models

Textto- |
3D

Y

Dreamfusion

Text to-
Audio

AudiolM

Le  Jukebox

Text-to-

Galactica

Minerva

Image-to-
text
v .
Flamingo VisualGPT
_ Text-To-
Text
v v
ChatGPT3 LaMDA
. PEER Speech From _
Other
Models
v .
Alphatensor GATO

Human Moton
“» Diffusion Model

ChatGPT
IS not
all you need

Attention
IS
all you need
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BASE10 TREND MAP: GENERATIVE Al

Companies are grouped based on medium produced and segmented by use case within each medium. Companies that offer

Generative Al

products across segments are grouped in the segment of the core product offering.

Base10

& Creative . . Vector search
@ @ B Synthetic data generation
TGXt & |m398 AUdiO/ MLOps Data & +4 in full uni +3 more in full universe
writing video decisions more in Tull universe ) J. I -
S notably 9 reie MDCLONE Il haZg €3 seMi Technologies
( Platforms +3 more in full universe \ @) Capacities raft
® P betterdata m_'::’,ﬁ',;i*}(.s MOSTLY-AI
OpenAI \ /\‘ Al21labs IR wesing Foce e s Twelve Labs
Elicit ocToPIZE Y SYNTEGRA = Mirry.Al
: “imermis oata RS ° WRA R -t 3
\_ 7 K e S e ¥
Code generation & documentation - Customer support (chat/email/text) General writing and content editing
+9 more in full universe +23 more in full universe +256 more in full universe
CCodiQO © tabnine ultimateai CRESTA “PolyAl wn"En @) QuillBot  oTHERSIDE Al
- . - = - ¥
CENEEEEN ) Mintlify 2 Debuild ’ klte n ada $ Stylo LT LanguageTool @ wordtune
NN
\ -.‘- = CodePilot.ai “ / \ @ mavenoid @ viable / \ corfeCtOo ! Lllpgmx c COMPOSE Al
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Generative Al

Marketing & sales copy

+4 more in full universe

.ﬂ\_l N Q) cgolo
scholarcy summari
=h® 2 Tome

/
+49 more in full universe
» Demandwell Ja%er B witesoie  cOpY.@i ) regieai  anyword
.{peppetcoment B LAVED E SURFER {Iyne} =1 Scalenut
craftly. ' Soaaskeve  zneuroflash  #4 copysmith Smartwriterai () Hypotenuse A
S A
w
+2 more in full universe +1 more in full universe ¥ +5 more in full universe
“s PhotoRoom Il%f'thiﬂce p-e-n-cil E I I A
. «10
° SWAPP maket
A < | I AdCreativeci 0
Depix< ". _Eﬁga ‘ BEAUTIFUL[AI]
| Amwearces T ) | wmmess | (0 HMYPAR

Text to image

+9 more in full universe

er Ryt
o craiyon

>ROSEELDAI
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Generative Al

Audio Editing

+2 more in full universe

Text to speech / Speech to text

+14 more in full universe

Music generation

+9 more in full universe

“* coqui i+ Speechify
000 Humanioop A mosaic* Ambe'sc"pt M moises @ boomy
- == W WELLSAID [JIIIEY R=PLICA .
veihs  P— ~.PODCASTLE ~ supertone  14USICO  PDAACI
Krisp @ oo e LOVO RESEMBLE.AI SPLASH
Summarization & insights Avatars & dubbing Video
+8 more in full universe +15 more in full universe
Hour . . i =
%= Fathom Xembly < :hume One. Synthesia  meTtarnvsic @ R:irr‘:ut:i?::n E:Itm? o
T PR = > 5 a . : . . +1 more in full universe __—_- d l
see SEMBLY s SYbl” Jeepdub.ai [I\\/ PAPERCUP. Al l:l) !’ Rephrase.ai elal. R runway (} —— ; les.:r pt
* invideo
% Mangnifi @DEOVE,&S.E Hume, .‘ PICTORY @\ colossyan D-IDJ, resPeecHer ' plask w
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DALL-E 2

Create original, realistic images and art from a text description.
It can combine concepts, attributes, and styles.

TEXT DESCRIPTION DALL-E 2

An astronaut

riding a horse

in a photorealistic style

= p ; :
ool K X
gl |

https://openai.com/dall-e-2/ 102
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Stable Diffusion

~ Hugging Face Search models, datasets, users. + Models Datasets Spaces Docs & Solutions  Pricing
B Spaces: stabilityal stable-diffusion ™ ke
s App Files Community i s Linked Models

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming APl access you can try DreamStudio Beta

an insect robot preparing a delicious meal

4 -’
https://huggingface.co/spaces/stabilityai/stable-diffusion 103
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Stable Diffusion Colab

@ woctezuma / stable-diffusion-colab Public

<> Code () Issues I Pullrequests () Actions [ Projects [J Wiki © Security |~ Insights

Go to file

37bc@2d 24 daysago ' 18 commits

¥ main ~ F 1branch © 0tags

’ woctezuma README: add a reference for sampler schedules

[ LICENSE Initial commit 27 days ago
(Y README.md README: add a reference for sampler schedules 24 days ago
[B stable_diffusion.ipynb Allow to choose the scheduler 25 days ago

README.md

Stable-Diffusion-Colab

The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1].
¢Usage
¢ Run stable_diffusion.ipynb .

https://github.com/woctezuma/stable-diffusion-colab

L)\ Notifications

© %2 8

% Fork 7 Y7 Star 31

About

Colab notebook to run Stable Diffusion.

¢ github.com/CompVis/stable-diffusion

deep-learning colab image-generation

text-to-image diffusion text2image

colaboratory google-colab
colab-notebook google-colaboratory
google-colab-notebook
text-to-image-synthesis huggingface
diffusion-models
text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers

diffusers stable-diffusion-diffusers

Readme
MIT license
31 stars

2 watching
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Lexica Art: Search Stable Diffusion images and prompts

lexica

lexica Q

https://lexica.art/


https://lexica.art/

- Text
- Speech
- Vision

NLG from a Multilingual,
Multimodal and Multi-task perspective

Multf(Natural Language) Generation

2
3
S
s &
\‘g\\«o - Recognize and transcribe speech (ASR)

- Translate from one language to another (MT)
- Describe, ask or answer questions or converse about

visual objects (Captioning, VQA, Visual Dialogue, ...)

(M)Language
(natural languages and varieties)
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

(]
: 3D R Vocabulary
2 ResNeXt
i L (action .
prediction) - _—
ut
Hierarchical%z_l modal
Attention Decoder
_.—
—
Text
summary+ | _ I Encoder —
Question
(2
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Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @&. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

e - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ “~ With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world E

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Multimodal Pipeline

that includes three different modalities (Image, Text. Audio)

j:il]fl‘ﬁ_w

Multimodal datasets
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Video and Audio Multimodal Fusion

: Final .
Multimodal fusion = prediction

Fusion
operation

\ Audio description

. AllNA () \ A 1"] 1A, “.
Audio A VA [WAMN LTV [\ >
Vil | | v '
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Visual and Textual Representation

Image

Visual representations (Dense)

Text
his is the oldest and most important defensive work 1o .
ave bean bt along the North African coastine by the Textual representations (Sparse)
ab conquerors in the early days of Islam. Founded in EEEE IEEE NS EEEm B
96, this building underwent several modifications during EEEE DEEE BEEE EEEE B
e medieval period. Initially, it formed a quadrilateral —rETTIETTTTT e
nd then was composed of four buildings giving onto two
ner courtyards.
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Hybrid Multimodal Data Fusion

Text

Audio

Image

Text
Speech

Video

Classifier 1

Classifier 2

Classifier 3

»

Classifier

usion
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Multimodal Transfer Learning

Source: large-scale dataset

L= —

Training

Domain 1/ Modality 1

Pre-trained model

v

[ |

Source domain

Prediction

Fusion

——3 Transfer learming

v

Fine-tuned model 1

Domain 2 / Modality 2 l

-3 Transfer leaming

D
| ‘ ]
Fine-tuned model 2

|

Transfer leaming
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CLIP: Learning Transferable Visual Models
From Natural Language Supervision

(1) Contrastive pre-training

Pepper the
aussie pup

-

(2) Create dataset classifier from label text

Y

Y

Y

Y

pla
car
dc
\ 4 4 4 \ 4
TR T N TP i
bi
Iy LT | I'Ty | I1'Ts I1'Ty
I LT | IryTy | IrT; LTy
I3 I3yT; | 13T, | 3Ty I3 Ty
IN INTy | INTy | INT3 INTN

(3) Use for zero-shot prediction

a {obje

A photo of
ct}.

‘\\\\;;;:\\\l

=

'//jififfi//J

\ 4 \ 4 \ 4 \ 4
T, T, T; Tn
L LTy | Ty | T, I' Ty
4
A photo of

a dog.

114



VILT: Vision-and-Language Transformer
Without Convolution or Region Supervision

Modality
Interaction

C

D)

Textual
Embed

—

Visual
Embed

\_ W,

f

Text

(a) VE > TE > MI

?

Image

Modality
Interaction

—1
[ N

Textual
Embed

—__

~

Visual
Embed

D
*

__

t

Text

(b) VE = TE > MI

?

Image

~
Modality
{ Interaction
—
‘ Visual
Textual | Embed
Embed
- J
1
Text Image

(c) VE > MI > TE

Modality
Interaction

|

Textual Visual
Embed Embed

. _OC_ D
1

Text Image

(d)MI > VE = TE
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wav2vec 2.0:
A framework for self-supervised learning of speech representations

Contrastive loss

L
f
Context
repre::nte:tions C , ﬁ 3 * T

Transformer

Masked

Quantized
representations Q

Latent speech Z
representations

raw waveform X
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Robust Speech Recognltlon via Large-Scale Weak Supervision

Whisper:

Multltask training data (680k hours) Sequence-to-sequence leaming  meraen [ e oo .
M b L
English transcription prediction
’ "Ask not what your country can do for ..~ —wr )
D Ask not what your country can do for -
- . e/
Any-to-English speech translation § :
= :
" - N ! NSRS
. El rdpido zorro marrdn salta sobre g — L
D The quick brown fox jumps over - g T~ ) Decoder Blocks
Non-English transcription
& o si01 g2 UeictEY HRY WD We ED“I"
7 o« s g2 weictea 4oy wo we - ==y
No speech ;@ ja
m (background music playing) : - - - ) e
BE) SOT| EN S| 0.0 | The |quick ...
W Tokens in Multitask Training Format
Multitask training format Language X - X Time-aligned Fanecrption

Cend | [begin
= 4..“...}.““,

NO NO
Custom vocabulary / ‘ ? L
prompting 5 N
= Voice activity X — English
special [ text w timestamp m Transtation
~ lokens tokens _ lokens

text tokens J/vf
= 'l‘

Text-only lrmoenpﬁon f
(allows dataset-specific fine-tuning) f
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Microsoft Azure
Text to Speech (TTS)

Text  SSML

] Language
You can replace this text with any text you wish. You can either write in this text box or paste your
own text here. Enghsh (United States) v
Try different languages and voices. Change the speed and the pitch of the voice. You can even Voi
tweak the SSML (Speech Synthesis Markup Language) to control how the different sections of the olce
text sound. Click on SSML above to give it a try! Jenny (Neural) v

Enjoy using Text to Speech!
Speaking style

General v

Speaking speed: 1.00
= ———0)|

Pitch: 0.00
—_—)

Play

https://azure.microsoft.com/en-gb/products/cognitive-services/text-to-speech/ 118
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~ Hugging Face

Hugging Face

' Models Datasets Spaces Docs «. Solutions  Pricing

L)
v

The Al community
building the future.

Build, train and deploy state of the art models powered by

the reference open source in machine learning.

() Sstar 58,696

https://huggingface.co/

LogIn

Sign Up
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BLOOM

BigScience Large Open-science Open-access Multilingual Language Model
Downloads last month )\/\//\_w
a BigScience initiative 12,875
B m Hosted inference API

176B params - 59 languages - Open-access

» Text Generation

Groups v

BigScience Large Open-science Open-access Multilingual Language | love bloom. Super simple, but so effective! | went

Model through a similar process a couple of years ago

Version 1.3 / 6 July 2022 when |

Current Checkpoint: Training Iteration 95000

Total seen tokens: 366B sampling () BLOOM prompting tips

Switch to "greedy" for more accurate completion e.g.
math/history/translations (but which may be
repetitive/less inventive)

Compute

https://huggingface.co/bigscience/bloom 120



https://huggingface.co/bigscience/bloom

OpenAl Whisper

~ Hugging Face Models Datasets Spaces Docs Solutions  Pricing ~=
B8 . @ whisper 0 @ like Running
App Files Community

s~ Whisper

Whisper is a general-purpose speech recognition model. It is trained on a large dataset of diverse
audio and is also a multi-task model that can perform multilingual speech recognition as well as
speech translation and language identification. This demo cuts audio after around 30 secs.

You can skip the queue by using google colab for the space:

ZC Open in Colab

Transcribe

P 0:05/0:05 e——— ) 3 ‘

https://huggingface.co/spaces/openai/whisper 121
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Tom Lawry (2020),
Al in Health:

A Leader’s Guide to Winning in the New Age of Intelligent Health Systems,
HIMSS Publishing

Copyrwtted Matenial

IN HEALTH

A LEADER'S GUIDE
TO WINNING IN THE NEW AGE OF
INTELLIGENT HEALTH SYSTEMS

——TOM LAWRY——

. CRC Press
HIMSS o
A PRODUCTIVITY FRISE 800K
Copyrghted Matorial

Source: Tom Lawry (2020), Al in Health: A Leader’s Guide to Winning in the New Age of Intelligent Health Systems, HIMSS Publishing
https://www.amazon.com/Health-HIMSS-Book-Tom-Lawry/dp/0367333716/ 122
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Al in Healthcare

Health services
management

Clinical Al for

making medicine
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Computer Vision in the Metaverse

with scene understanding, object detection, and human action/activity recognition

Scene: garden human, watering

| human, standing

124



Computer Vision:
Image Classification, Object Detection,
Object Instance Segmentation

Classification Classification Object Instance
+ Localization Detection Segmentation

CAT
N > 7

CAT, DOG, DUCK CAT, DOG, DUCK

Y Y
Single Objects Multiple Objects
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Computer Vision: Object Detection

person, sheep, dog

(a) Object Classification (b) Generic Object Detection
(Bounding Box)

LT R
A

sheep@sheep sheep® sheep sheep  sheep | sheepy
.

: F !
2 b i(,'-‘ d

(€) Semantic Segmentation (d) Object Instance Segmetation

Source: Li Liu, Wanli Ouyang, Xiaogang Wang, Paul Fieguth, Jie Chen, Xinwang Liu, and Matti Pietikdinen. "Deep learning for generic object
detection: A survey." International journal of computer vision 128, no. 2 (2020): 261-318. 126



YOLOvV7:

Trainable bag-of-freebies sets new state-of-the-art for real-time object detectors

better MS COCO Object Detection

—0

56
55
YOLOvV7 is +120%
54
A
-«
53
=@—YOLOV7 (ours)
- —e—YOLOR
) —e—PPYOLOE
» —e—YOLOX
‘ / Scaled-YOLOvV4
- / ——YOLOV5 (r6.1)

1 13 15 17 19 21 23 2§ 27 29 31 33

5 7 9 1
better« V100 batch 1 inference time (ms)
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Multimodal Fall Detection

16386 IEEE SENSORS JOURNAL, VOL. 21, NO. 17, SEPTEMBER 1, 2021 \X‘SGI}EnESEO s Coundil

Performance, Challenges, and Limitations in
Multimodal Fall Detection Systems: A Review

Vasileios-Rafail Xefteris ', Athina Tsanousa, Georgios Meditskos ', Stefanos Vrochidis ",
and loannis Kompatsiaris

Ambient Assisted Living (AAL)

Abstract—Fall events among older adults are a serious
concern, having an impact on their health and well-being. Wearable
The development of the Internet of Things (loT) over the last e
years has led to the emergence of systems able to track
abnormal body movements and falls, thus facilitating fall
detection and in some cases prevention. Fusing information
from multiple unrelated sources is one of the recent trends
in healthcare systems. This work aims to provide a survey
of recent methods and trends of multisensor data fusion in
fall detection systems and discuss their performance, chal- A L
lenges, and limitations. The paper highlights the benefits of ekl B el e
developing multimodal systems for fall detection compared to =foanvieckuoton | =ecieba el o
single-sensor approaches, categorizes the different methods e e
applied to this field, and discusses issues and trends for future work.

O

Camera
Ambient sensors
O sensors

Data acquisition

o

Fall detection

Index Terms— Data fusion, fall detection, multisensor fusion, non-wearable sensors, wearable sensors.
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Multimodal Fall Detection

Ambient Assisted Living

(AAL)

Sensor Intrusion  ROI Accuracy Power Computational Environment

modalities specific needs needs affected

Wearable Obtrusive No Scenario High Low/dependent No
dependent

Ambient No Yes Scenario Low Low/dependent Yes
dependent

Camera Privacy Yes High Low High Yes
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Challenges of Multimodal Fall Detection

Modalities Performance Response time Power Unaddressed Other advantages

combined consumption 1ssues

Wearable Reasonable Reasonably low Up to 62 days.  Obtrusiveness. Offer to other healthcare
accuracy. time. applications, continuous

Non-wearable

Wearable and
non-wearable

High accuracy.

High accuracy.

Reasonably low

response time.
Low response
time.

No action
needed.
No evidence.

ROI restriction.

Complexity.

monitoring.

No recharge power needs.

Takes advantage of both
modalities, no ROI
restriction.
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Fall Detection
Non-Wearable Sensors Fusion

Reference Year Sensors Method Evaluation Performance

[46] 2013 PIR and PM Graph-theoretical concepts to track  Falls and ADLs from 5 Accuracy: 82.86%
Sensors. user and rule-based algorithm to healthy young subjects.

detect falls.

[47] 2014 Doppler radar SVM classifier on Doppler radar A week of continuous Reduced false alarms
sensor and PIR  features, rule-based algorithm to data monitoring of a by 63% with 100%
motion sensors.  correct false alarms using PIR data.  volunteer. detection rate.

[48] 2018 IR sensor and an Thermal IR and ultrasonic features, 180 falls and ADLs Accuracy: 96.7%
ultrasonic SVM classifier. from 3 healthy young (discrete test), 90.3%
distance sensor. subjects, 6 continuous (continuous test).

recordings.

[52] 2018 Doppler radar Multiple CNN, movement 1 type of fall and 3 Accuracy: 99.85%
sensor and RGB  classification from radar, aspect types of ADLs from 3
camera. ratio sequence from camera, max subjects.

voting fusion.

[53] 2019 Doppler radar Joints’ coordinates from depth 3 different datasets. Sensitivity: 100%
and depth camera, feature extraction from (FD).
camera. joints’ coordinates and radar data,

[Linear Discriminant Classifier.
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Fall Detection Datasets

measurement

Datasets Posture Subject Type sensor year

samples | Number | Height(cm) | Weight(kg) | Age(year) | Gender(M/F)

Fall detection * 380 4 159-182 48-85 24-31 3M-1F RGB camera 2007

Fall detection’ 72 2 N/A N/A N/A 2M RGB camera 2008

Multicam Fall ° 24 1 N/A N/A N/A M 8 RGB camera 2010

Le2i’ 249 10 N/A N/A N/A N/A RGB camera 2013

}'lllermal simulated 35 10 N/A N/A N/A N/A Thermal camera 2016

all [8]

SisFall[9] 154 45 149-183 42-102 19-75 23M-21F RGB camera, 2 2016
accelerometers, 1
gyroscope

UR Fall 70 5 N/A N/A N/A M 2 Kinect camera, 2016

Detection[10] accelerometer

NTU RGB+D | 56880 302 N/A N/A N/A N/A Kinect camerav2 | 2016

Action

Recognition [11]

UMA Fall [12] 531 17 155-195 50-93 18-55 10M-7F Mobility sensors 2017
(smartphone)

CMD Fall [13] 20 50 N/A N/A 21-40 30M-20F Kinect camera, 2018
accelerometer

TST Fall 264 11 N/A N/A N/A N/A Microsoft Kinect 2018

Detection Dataset v2, accelerometer

V28

UP-Fall[14] 561 17 N/A N/A 22-58 N/A Infrared ,inertial 2019

Note: N/A_Not Available; M_Male; F_Femal
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Human Action Recognition
(HAR)

Human Action Recognition from Various Data
Modalities: A Review

Zehua Sun, Qiuhong Ke, Hossein Rahmani, Mohammed Bennamoun, Gang Wang, and Jun Liu

Abstract—Human Action Recognition (HAR) aims to understand human behavior and assign a label to each action. It has a wide
range of applications, and therefore has been attracting increasing attention in the field of computer vision. Human actions can be
represented using various data modalities, such as RGB, skeleton, depth, infrared, point cloud, event stream, audio, acceleration,
radar, and WiFi signal, which encode different sources of useful yet distinct information and have various advantages depending on the
application scenarios. Consequently, lots of existing works have attempted to investigate different types of approaches for HAR using
various modalities. In this paper, we present a comprehensive survey of recent progress in deep learning methods for HAR based on
the type of input data modality. Specifically, we review the current mainstream deep learning methods for single data modalities and
multiple data modalities, including the fusion-based and the co-learning-based frameworks. We also present comparative results on
several benchmark datasets for HAR, together with insightful observations and inspiring future research directions.

Index Terms—Human Action Recognition, Deep Learning, Data Modality, Single Modality, Multi-modality.
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Human Action Recognition (HAR

Modality

_Running [32]

Modality Example Pros Cons
' gﬁ,ﬁﬂgéff Appeatance - Sensitive to viewpoint
2 RGH ‘« . - Easy to obtain and operate |’ Sensitive o background
3 S . i - Sensitive to illumination
4 Hand-waving [27] - Wide range of applications
p= - Provide 3D structural . Fatk cfavpearance
g information of subject pose | ;o 0 atigg
= Skeal]e)t o »Simple yet informative - Lack of detailed shape
- Insensitive to viewpoint information
Looking at watch [28] | Insensitive to background - Noisy
- Provide 3D structural - Lack of color and texture
information information
Depth
- Provide geometric shape - Limited workable
. , information distance
Mopping floor [29]
- Lack of color and texture
Infrared - Workable in dark information
Sequence environments
- Susceptible to sunlight
Pushing [30]
’ - Provide 3D information - Lack of color and texture
Point - Provide geometric shape information
Cloud information - High computational
- Insensitive to viewpoint complexity
- Avoid much visual - Asynchronous output
redundancy
Event - Spatio-temporally sparse
Stream - High dynamic range
- Capturing device is
- No motion blur relatively expensive
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Non-visual Modality

Human Action Recognition (HAR)
Modality

02
o1
o1

- Easy to locate actions in

- Lack of appearance

Audio temporal sequence information
Audio wave of jumping [33]
e - Can be used for fine-grained | . 1 of appearance
| HAR information
Acceleration S Dy .
Acceleration measurements Frivacy protecting ’ E)a ehg?ne?fﬁ icgu%":ggts
of walking [34] . Low cost y subj
- Can be used for through-wall
HAR - Lack of appearance
- Insensitive to illumination information
Radar c 4
. - - Capturing device is
Fime (seconds) Insensitive to weather relatively expensive
o [35
Spectrogram of falling [35] | Privacy protecting
NN | ﬁ[ﬂ | - Simple and convenient ’ i[fff)l; Igg?iggearance
2, [ ’I'WM Wi octin
. L | . .
WIS i l t f S| Privacy protecting - Sensitive to environments
Time (seconds) . LOW C()St

CSI waveform of falling [35]

- Noisy
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a_ll Detection

- "’

/

://www.ankecare.com/article/1929-2022-05-09-08-29-47
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BlazePose:

On-device Real-time Body Pose tracking
BlazePose 33 Keypoint topology

321 456

. Nose

. Left eye inner

. Left eye

. Left eye outer

. Right eye inner
. Right eye

. Right eye outer
. Left ear

. Right ear

. Mouth left

. Mouth right

. Left shoulder
. Right shoulder
. Left elbow

. Right elbow

. Left wrist

. Right wrist

OO0 NOYULL B WN L O

N
~ O

(Tl o T Y SEN S
o Ul WN

17.
18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.

Left pinky #1 knuckle
Right pinky #1 knuckle
Left index #1 knuckle
Right index #1 knuckle
Left thumb #2 knuckle
Right thumb #2 knuckle
Left hip

Right hip

Left knee

Right knee

Left ankle

Right ankle

Left heel

Right heel

Left foot index

Right foot index
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BlazePose results on yoga and fithess poses

138



OpenPose vs. BlazePose

a) OpenPose COCO b) NTU-RGB+D ¢) BlazePose d) Enhanced-BlazePose

Source: Alsawadi, Motasem S., El-Sayed M. El-Kenawy, and Miguel Rio. "Using BlazePose on Spatial Temporal Graph Convolutional Networks for Action

139
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Computer Vision

2 185 benchmarks

3397 papers with code

» See all 1415 tasks

Papers with Code

State-of-the-Art (SOTA)

T image

o ¢ Classification

2 390 benchmarks

2778 papers with code

Natural Language Processing

Language
. Modelling B

- Question

—— Answering

2 458 benchmarks

2 181 benchmarks

2248 papers with code

» See all 664 tasks

1818 papers with code

&2 269 benchmarks

2559 papers with code

Machine
Translation

&2 78 benchmarks

1721 papers with code

Contrastive

Learning

&2 2 benchmarks

1119 papers with code

k2 B7 benchmarks

1040 papers with code

https://paperswithcode.com/sota

B Image
Generation
2 208 benchmarks

1097 papers with code

Text
Generation

2 242 benchmarks

931 papers with code
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Summary
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