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Course Syllabus t
National Taipei University man

Academic Year 111, 2" Semester (Spring 2023)

* Course Title: Big Data Analysis
* Instructor: Min-Yuh Day

* Course Class: MBA, IM, NTPU (3 Credits, Elective)

* Details
* In-Class and Distance Learning EMI Course

(3 Credits, Elective, One Semester) (M6031) hutpsi//meet.google.com/
* Time & Place: Tue, 2, 3, 4, (9:10-12:00) (B8F40)
* Google Meet: https://meet.google.com/paj-zhhj-mya %g O
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Course Objectives !

1. Understand the fundamental concepts and research
issues of Big Data Analysis.

2. Equip with Hands-on practices of Big Data Analysis.

3. Conduct information systems research in the context of
Big Data Analysis.




Course Outline G
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* This course introduces the fundamental concepts, research issues,
and hands-on practices of Big Data Analysis.

* Topics include:

1.

©0ONOUV R WN

Introduction to Big Data Analysis

Al, Data Science and Big Data Analysis

Foundations of Big Data Analysis in Python

Machine Learning: SAS Viya, Data Preparation and Algorithm Selection
Machine Learning: Decision Trees and Ensembles of Trees

Machine Learning: Neural Networks (NN) and Support Vector Machines (SVM)
Machine Learning: Model Assessment and Deployment

ChatGPT and Large Language Models (LLM) for Big Data Analysis

Deep Learning for Finance Big Data Analysis

10. Case Study on Big Data Analysis



Core Competence

* Exploring new knowledge in information technology,
system development and application 80 %

* Internet marketing planning ability 10 %

* Thesis writing and independent research skills 10 %



Four Fundamental Qualities

Professionalism
* Creative thinking and Problem-solving 40 %
 Comprehensive Integration 40 %
Interpersonal Relationship
 Communication and Coordination 10 %
* Teamwork 5 %
Ethics
* Honesty and Integrity 0 %
 Self-Esteem and Self-reflection 0 %
International Vision
 Caring for Diversity 0 %
* Interdisciplinary Vision 5 %



College Learning Goals

*Ethics/Corporate Social Responsibility
*Global Knowledge/Awareness
*Communication

* Analytical and Critical Thinking



Department Learning Goals

*Information Technologies and
System Development Capabilities

*Internet Marketing Management Capabilities
*Research capabilities



Syllabus \ <

National Taipei University

Week Date Subject/Topics
1 2023/02/21 Introduction to Big Data Analysis

3 2023/03/07 Al, Data Science and Big Data Analysis
4 2023/03/14 Foundations of Big Data Analysis in Python
5 2023/03/21 Case Study on Big Data Analysis |

6 2023/03/28 Machine Learning: SAS Viya, Data Preparation and
Algorithm Selection

10



Syllabus e
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Week Date Subject/Topics

7 2023/04/04 (Children's Day) (Day off)

8 2023/04/11 Midterm Project Report

9 2023/04/18 Machine Learning: Decision Trees and Ensembles of Trees

10 2023/04/25 Machine Learning: Neural Networks (NN) and
Support Vector Machines (SVM)

11 2023/05/02 Case Study on Big Data Analysis Il
12 2023/05/09 Machine Learning: Model Assessment and Deployment

11



Syllabus \<

National Taipei University

Week Date Subject/Topics

13 2023/05/16 ChatGPT and Large Language Models (LLM)
for Big Data Analysis

14 2023/05/23 Deep Learning for Finance Big Data Analysis
15 2023/05/30 Final Project Report |
16 2023/06/06 Final Project Report Il

12



Teaching Methods and Activities =%

* Lecture
 Discussion

 Practicum

13
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Evaluation Methods

* Individual Presentation 60 %
* Group Presentation 10 %

* Case Report 10 %

* Class Participation 10 %

* Assignment 10 %



Required Texts

* Aurélien Géron (2022),
Hands-On Machine Learning with Scikit-Learn, Keras,
and TensorFlow: Concepts, Tools, and Techniques to

Build Intelligent Systems, %
iti "Rei I u?ﬁﬂfﬁg Il?eornin
3rd Edition, O’Reilly Media. Hachine Leaming
Kerqs & TensorFlow

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1098125975
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Reference Books

* Yves Hilpisch (2018),
Python for Finance: Mastering Data-Driven Finance, 2nd
Edition, O'Reilly Media.

* Yuxing Yan (2017),
Python for Finance: Apply powerful finance models and

quantitative analysis with Python, Second Edition, Packt
Publishing



Other References

* SAS (2023), Machine Learning Using SAS Viya

* SAS (2023), 2023 SAS Machine Learning
Academic Certification Program

17



Aurélien Géron (2022),

Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:

Concepts, Tools, and Techniques to Build Intelligent Systems,
3rd Edition, O’Reilly Media.

OREILLY’ «;z;%
Hands-On

Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1098125975
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Yves Hilpisch (2018),

Python for Finance: Mastering Data-Driven Finance,
O'Reilly

OREILLY"

Pytho
for Fmance

MASTERING DATA-DRIVEN FINANCE

Yves Hilpisch

https://www.amazon.com/Python-Finance-Mastering-Data-Driven/dp/1492024333
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Yuxing Yan (2017),
Python for Finance: Apply powerful finance models

and quantitative analysis with Python, second Edition,
Packt Publishing

Python
for Finance

Second Edition

Apply powerful finance models and quantitative analysis with Python
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Source: https://www.amazon.com/Python-Finance-powerful-quantitative-analysis/dp/1787125696



https://www.amazon.com/Python-Finance-powerful-quantitative-analysis/dp/1787125696

Social Network Based Big Data Analysis and Applications,
Lecture Notes in Social Networks,
Mehmet Kaya, Jalal Kawash, Suheil Khoury, Min-Yuh Day,
Springer International Publishing, 2018.

Lecture Notes in Sodial Networks

Mehmet Kaya - Jalal Kawash
Suheil Khoury - Min-Yuh Day Editors

Social Network
Based Big Data

Analysis and
Applications

@ Springer

Source: https://www.amazon.com/Network-Analysis-Applications-Lecture-Networks/dp/3319781952

21


https://www.amazon.com/Network-Analysis-Applications-Lecture-Networks/dp/3319781952

[EY
VSAS

CERTIFIED

/’

2023 SAS Machine Learning
Academic Certification Program
SAS Viya



SAS - Leader in Analytics and Al
About SAS

. SAS was founded in 1976 Gartner

- SAS has customers in nearly 150 countries For_the 16th consecutive year, Gartner _haS

+ 96 of the Top 100 of the 2017 Fortune 500 list are SAS positioned SAS as a Leader in the Magic
customers or their affiliates. Quadrant for Data Quality Solutions.

« 12,170 total employees
« SAS is investing $1 billion in artificial intelligence (Al) through

software innovation, education, expert services and more. 4 ' ‘ ! fe

& DC By

Worldwide Advanced and Predictive Analytics Software 2018 Share Snapshot Databifics @SAS

IBM
(%) TIBCO Software

@ Dalaiku. @ MathWorks

Microsoft
£ DataRobot @
©

SAS ranks number one for -
market share, according to the = s ‘
IDC report N @ s

KNIM

e e
Total Rarket b i @20:

Anaconda

Altair
[ J

ABILITY TO EXECUTE

e COMPLETENESS OF VISION " As of November 2019 © Gartner, Inc



2023 SAS Machine Learning Academic Certification Program

Why SAS Certification?

SYARNRWAVVIO/NCMERISTOP 10 MOST IMPORTANT I21(CBAVAWAVN DN AVNZAVR 4 N ION)
CERTIFICATIONS IN 2021. — CIO Magazine

Easier Job Searches

According to Pearson Vue's

“Value of IT Certification” report,

nearly 50% of certification
holders said it was easier to find
new jobs, enter new career

fields and land job interviews.

Higher Salaries

The SAS Certified Specialist:
Base Programming certification
often appears on Certification
Magazine's Annual IT Salary
survey, listing an average base

salary of more than $92k.

Specialized Skills

65% of certified individuals
report the ability to apply their
skills within four months of
earning a certification, validating
their expertise and ability to

excel in a job.

Secure Futures

More than 219,000 jobs
nationwide requested a SAS
skill according to the leading
labor market data company
Lightcast - suggesting bright

futures for those with SAS

certifications.



Main certification
in this program

CERTIFIED

l Machine Learning Specialist

2023 SAS Machine Learning Academic Certification Program

SAS AI Certification — Learning Path

CERYIFIED

Forecasting and Optimization

CERTIFIED

Natural Language Processing and
Computer Vision

CERTYIFIED

CERYIFIED

“Al & Machine Learning Certified ModelOps Specialist
Professional”

Candidates will be awarded the SAS Certified Professional: Al and Machine
Learning once they have earned the SAS Certified Specialist: Machine
Learning credential, the SAS Certified Specialist: Forecasting and
Optimization and the SAS Certified Specialist: Natural Language Processing
and Computer Vision.




2023 SAS Machine Learning Academic Certification Program
Teaching and Learning Resource

O
"':E] For Teacher JF For Student
* Access to SAS Viya Access to SAS Viya
- Dataset - Dataset
* Tutorial « Machine Learning Online Course (10h)
* Instructor Materials « Exam Preparation Online Training (6h)

SAS" VIYA" FOR LEARNERS

Teach and learn leading-edge data science skills.

~
e



https://www.sas.com/en_us/software/viya-for-learners.html

2023 SAS Machine Learning Academic Certification Program
Teaching and Learning Resource

~
[’J 1. Online Courses

Lesson 1: Introduction to SAS Visual Data Mining and Machine Learning
Lesson 2: Machine Learning Algorithms

Lesson 3: Ensemble Machine Learning Algorithms

Lesson 4: Model Assessment and Implementation

Lesson 5: Factorization Machines

Learning in
Machine Leaming

. Exam Preparation Training
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2023 SAS Machine Learning Academic Certification Program
Content

0 10-hour Machine Learning Online Courses

9 6-hour Exam Preparation Online Training

0 Access to SAS Viya

0 Practice Exam
Academic Discount NTS 2,700

0 Certification Exam
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Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
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Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson 30
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Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL
INTELLIGENCE

\flint} HH gence

MACHINE
LEARNING

DEEP
LEARNING

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010’s

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/
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Al, ML, DL

4 Artificial Intelligence (Al) )
4 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
\ GAN )

Semi-supervised l Reinforcement

L Learning Learning )




Stephan Kudyba (2014),
Big Data, Mining, and Analytics:
Components of Strategic Decision Making, Auerbach Publications

Big Data,
Mining, and
An_za_lyti,_'c::s

& & Stephan :uyba
BREGrewordiby Tom Davenport,..

Source: http://www.amazon.com/gp/product/1466568704
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Architecture of Big Data Analytics

Big Data
Sources

\

* Internal
* External

* Multiple
formats

* Multiple
locations

* Multiple
applications

Raw

-
Data

Transformation

>

Big Data

Middleware

Extract

Data

Platforms & Tools

Transformed

>

Transform
Load

\ S

é Y

Data

Warehouse
A\ _J

|
rTraditional1
Format

CSV, Tables |

Big Data

7~

Hadoop
MapReduce
Pig
Hive
Jagl
Zookeeper
Hbase
Cassandra
Oozie
Avro
Mahout
Others

N\

Big Data
Analytics
Applications

Queries

Big Data

Analytics
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Architecture of Big Data Analytics

. Big Data
Big Data Big Data Big Data Analytics
Sources Transformation Platforms & Tools Applications

-

ueries

* Internal Q

* External

* Multiple Reports
formats

* Multiple
locations

* Multiple

applications

L

Source: Stephan Kudyba (2014), Big Data, Mining, and Analytics: Components of Strategic Decision Making, Auerbach Publications
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Social Big Data Mining

(Hiroshi Ishikawa, 2015)

Social Big Data
Mining

Hiroshi Ishikawa

Source: http://www.amazon.com/Social-Data-Mining-Hiroshi-Ishikawa/dp/149871093X
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Social Big Data Mining

Enabling Technologies

* Integrated analysis model

Natural Language Processing
* Information Extraction

* Anomaly Detection

* Discovery of relationships
among heterogeneous data
Large-scale visualization

* Parallel distrusted processing

S —————

Architecture for

-
‘—

\J( Integrated analysis } A A
\'\‘:M:-f/“/
1 \ \

1
/ : / \Conceptual Layer
| |} 1 v Y
; . " ‘\ 'I \
/ - v :
/ V! ; Data
' ‘ . [ |
/ v _Mining
; ! — \
J Multivariate %! Application 'y

specific task

Logical Layer

Software

Social Data

Hardware

Physical LayeF’

Analysts

* Construction and
confirmation
of individual
hypothesis

* Description and
execution of
application-specific
task
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Business Intelligence (BIl) Infrastructure

Extract, transform,

Casual users
* Queries
* Reports
¢ Dashboards

Power users
* Queries
* Reports

r-'DZtE mini Fg'=

Source: Kenneth C. Laudon & Jane P. Laudon (2014), Management Information Systems: Managing the Digital Firm, Thirteenth Edition, Pearson.
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A

Data Warehouse
Data Mining and

Increasing potential

to support
business decisions End User

Data Presentation Business
L . Analyst
Visualization Techniques
Data Mining : Data
Information Discovery | Analyst

Data Exploration
Statistical Summary, Querying, and Reporting

/ Data Preprocessing/Integration, Data Warehouses \
DBA

Data Sources
Paper, Files, Web documents, Scientific experiments, Database Systems

41



The Evolution of Bl Capabilities

Querying and ETL
reporting
Data
Metadzia ’ warehouse
EIS /ESS DSS
Financial Data marts Spreadsheets
reporting (MS Excel)
Digital cockpits
and dashboards —> Lt
Business {
Scorecards and / Intelligence
dashboards
Workflow 4
Alerts and
notifications
Datg & text Portals
mining Predictive Broadcasting

Source: Turban et al. (2011), Decision Support and Business Intelligence Systems
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Questions

Enablers

Outcomes

Three Types of Analytics

Business Analytics

Descriptive Predictive Prescriptive

What happened? What will happen? What should | do?
What is happening? Why will it happen? Why should | do it?

v’ Business reporting v Data mining v/ Optimization
v’ Dashboards v/ Text mining v/ Simulation
v/ Scorecards v Web/media mining v’ Decision modeling
v/ Data warehousing v' Forecasting v Expert systems
Well-defined Accurate projections Best possible
business problems of future events and business decisions
and opportunities outcomes and actions

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Big Data, Data Mining, and Machine Learning: Value Creation for
Business Leaders and Practitioners,

Jared Dean,

Wiley, 2014.

moMACHINE
LEARNING

Value Creation for Business Leaders
and Practitioners

Jared Dean SN

Source: https://www.amazon.com/Data-Mining-Machine-Learning-Practitioners/dp/1118618041
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Data Mining at the
Intersection of Many Disciplines

45



BIG DATA
ANALYTICS

TURNING BIG DATA INTO BIG MONEY

http://www.amazon.com/Big-Data-Analytics-Turning-Money/dp/1118147596
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. " - Comyrigived M.'.Iun.a -
- o
m

| A IIEVOI.I.ITION

THAT WILL TRANSFORM HOW
WE LIVE, WORK, AND THINK

" VIKTOR MAYER-SCHONBERGER I
m « KENNETH CUKIER = =« ®
[ . =
http://www.amazon.com/Big-Data-Revolution-Transform-Mayer-Schonberger/dp/BO0D81X2YE
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National Cyber Maritime Smarter

Security security security Transport
VISUAL ANALYTICS
DYNAMIC & INTERACTIVE ENHANCE
Dashboard Graph Understanding Investigation
Map User Experience

v ] B K2 ) P8 e

QUERY & FILTER
Complex queries
R2|2

BIG ANALYTICS

DETECT PREDICT DECIDE
Anomalies Tending Simulation
Communities Real-time Optimization
Typologies Prediction

w
ST

BIG DATA - Batch

BIG DATA = Real Time

#0000 (0 1) 2 IR g [

Complex by nature

DATA Complex by structure

G
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Big Data with Hadoop Architecture

LOGICAL ARCHITECTURE

Processing: MapReduce

Job Tracker
Task Tracker

Task Tracker Task Tracker

'I 'I 'I

[ reocer R reovcer PRI Feoucer |

Storage: HDFS

Data Node Data Node Data Node
Blox coo N -/
BLOCK BLOCK BLOCK

PROCESS FLOW

+0 e

Split 0
Input
Data B bm > Il__
Set
Split 1
o4 B Mepn B3 =
Spiit
PHYSICAL ARCHITECTURE

Reuceo |8
o oo B

A

I_ Reduce 0 B g4
— g X

Hadoop Cluster

i

Hhaasen

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

.
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https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

Big Data with Hadoop Architecture

Logical Architecture
Processing: MapReduce

Job Tracker

Task Tracker Task Tracker Task Tracker
| waooer [l

Shuffle and Sort
|| Reducer ||

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

Jil
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Big Data with Hadoop Architecture

Logical Architecture
Storage: HDFS

Data Node Data Node Data Node

BLOCK

BLOCK

Source: https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Big Data with Hadoop Architecture
Process Flow

NN N Creaceo |8

o T o e R
| \\‘\

A b
S g T, - R

Split n

Source: https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Big Data with Hadoop Architecture
Hadoop Cluster

- Master sl | PN
- siave  m | [0l |
- siave s M | S0l |
siave e =20
- siave e N | [Sl |
- siave e Nl | (oo ool |
- siave Bl | [0l |,
save SN | [S5o0
- Siave  pu Ml | S0l s

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

53


https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf

Traditional ETL Architecture

CRM

ERP

WEB SITE
TRAFFIC

-

Source: https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Offload ETL with Hadoop
(Big Data Architecture)

https://software.intel.com/sites/default/files/article/402274/etl-big-data-with-hadoop.pdf
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Spark and Hadoop
K
o

cassandra

Spo
 TiERlEED

R
L% MESOS HBASE
<P

Source: http://spark.apache.org/
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Spark Ecosystem

Spark MLIib

Streamingf} (machine
learning)

Apache Spark

Source: http://spark.apache.org/
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OpenAl ChatGPT

@OpenAI API RESEARCH BLOG ABOUT

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT
which interacts in a conversational way.
The dialogue format makes it possible for
ChatGPT to answer followup questions,
admit its mistakes, challenge incorrect
premises, and reject inappropriate
requests. ChatGPT is a sibling model to
InstructGPT, which is trained to follow an
instruction in a prompt and provide a
detailed response.

https://openai.com/blog/chatgpt/



https://openai.com/blog/chatgpt/

Conversational Al

to deliver contextual and personal experience to users

Automated Speech
Recognition
: 1 Sure, | need your
Hi, | need :0 | ID to check the
access a_wr ua » acCcess
meeting. DlalOg Natual L?nguage permission?
P Management _, Generation
s Forming Response  Offering response

Natual Language
Understanding J

; ; ; t ;

Machine Learning and Deep Neural Networks
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OpenAl ChatGPT

Examples

"Explain quantum computing in
simple terms" =

"Got any creative ideas for a 10
year old's birthday?" -

"How do | make an HTTP
request in Javascript?" =

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

A

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

i e

Free Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feedback will help us

improve our systems and make them safer.

https://chat.openai.com/chat
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M

OpenAl ChatGPT

What is the future of Al?

It is difficult to predict the exact future of Al, but many experts believe that it will continue
to play an increasingly important role in our lives. Some potential future developments in
the field of Al include:

* Improved natural language processing, allowing Al systems to better understand and
respond to human speech and writing.

* Enhanced ability to learn and adapt, allowing Al systems to become more autonomous
and capable of handling a wider range of tasks.

* Greater integration with the internet of things (loT), allowing Al systems to control and
interact with a wide range of connected devices in the home and workplace.

* Continued advances in machine learning, allowing Al systems to make more accurate
predictions and decisions based on data.

* Increased use of Al in healthcare, transportation, and other industries, leading to more
efficient and effective processes and services.

* Continued development of ethical and regulatory frameworks to ensure that Al is
developed and used responsibly.

Ultimately, the future of Al will depend on how it is developed and used by individuals,

organizations, and society as a whole.

https://chat.openai.com/chat
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ULMFit

Transformer

The Transformers Timeline

GPT

BERT RoBERTaXLM-R DeBERTa GPT-Neo

GPT-2

DistrilBERT

GPT-3

TS5

GPT-J

PaLM
’

BLOOM

ChatGPT

OPT-175B |[LLaMA

— L

2019

2017

2018

2020

2021

2022

2023
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT T5
|

BART
|

M2M-100
|

BigBird
|
ELECTRA mTO

RoBERTa

ALBERT

BLOOMZ

DeBERTa ChatGPT
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Large Language Models (LLM)
(GPT-3, ChatGPT, PaLM, BLOOM, OPT-175B, LLaMA)

y
Luminous

2008

OPT-175B
PaLM BB3

GPT-3 ‘ & PaLM-Coder 1758
ChatGPT

1758 Minerva
175B

LaMDA
. Al lab/group 1378

= Parameters
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Step 1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

™™
./
Explain reinforcement

leaming to a 6 year oid.

;

©)

4

We give treats and

punishments to teach,.

¢

SFT

Step 2
Collect comparison data and
train a reward model.
A prompt and oy
I model -
severalm Explain reinforcement
outputs are Jearning to a 6 year old.
sampled.
0o 0
":;;;’:‘ Lrpden revaehy
(¢ (o}

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

-

u e W phve ety and

o A LN O T
oo fmach

"4

”
@&
0-0-0-0

Step 3

ChatGPT: Optimizing Language Models for Dialogue

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

https://openai.com/blog/chatgpt/

A=

Write & stoey
about otters,

'

FPO
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Training language models to follow instructions with human feedback

InstructGPT and GPT 3.5

Step1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

v

)

4

Some people went
to the moon..,

:

SFT
.@S@.
Z
BEE

A prompt and
several model R ' oo
outputs are landing to a 6 year old
sampled.
0o (5
(c (0]
A J
A labeler ranks
the outputs from @
best to worst.
0-0-0:-0
This data is used RM
to train our .,}?.A.
reward model. W
0-0-0:-0

A new prompt

: ™
is sampled from T
the dataset. about frogs

|

Y
The policy PPO

enerates o8,
g o/)?o&o -
an output. \.\;52{/
Once upon a time...

v

The reward model =
Iculat
—_—"
Y

the output.
The reward is )
used to update rk
the policy
using PPO.
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Reinforcement Learning from Human Feedback
(RLHF)

1. Pretraining a Language Model (LM)
2. Gathering Data and Training a Reward Model

3. Fine-tuning the LM with Reinforcement Learning

https://huggingface.co/blog/rlhf



https://huggingface.co/blog/rlhf

Reinforcement
Learning
from Human
Feedback (RLHF)

Step 1. Pretraining
a Language Model
(LM)

Prompts & Text Dataset

Train Language Model

Human Augmented
Text (Optional)

https://huggingface.co/blog/rlhf

Initial Language Model
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Prompts Dataset

Re i nfO rCE m e nt ( Reward (Preference) R
Model
Learning . .0
. O 0 \ 4 -
from Human i s §lere S
Feedback (RLHF) {sample, reward} pairs . Y

Sample many prompts

Step 2. Gathering l l l l l l l l

Data an d € Initial Language Model h Lorem ipsum dolor

sit amet, consectet

Outputs are ranked
(relative, ELO, etc.)

e e O O adipiscing elit. Aen
Tra I n I ng a O % \ Donec quam felis
zN : ,‘ : ,',:E'{ vulputate eget, arc
Reward Model S/

QQ0
Q09

eros faucibus tincit  Human Scoring
luctus pulvinar, her

W
JTVRN

Generated text

https://huggingface.co/blog/rlhf
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Reinforcement
Learning
from Human
Feedback (RLHF)

Step 3. Fine-tuning
the LM with
Reinforcement
Learning

Prompts Dataset

Vv X: Adogis... WV

Initial Language Model

y: a furry mammal

—AkLDkL (WPPO(y|-'B) | 7rbaLse(y|-’I7))
KL prediction shift penalty

/" Tuned Language )
Model (RL Policy)
’: : Reinforcement Learning
3¢ Q"-.\’ N\ Update (e.g. PPO)
O(\ “_/ ' 7" ya
Nete/ N 0 < 0+ VoJ(0)
@@
\L AN
RLHF ®®®® Geward (Preference?
Tuned Text ®®®® Model
L e .
y: man’s best friend >| = : o LN 2 Ve
3 ::: 9
\. J
" > J, /
> +
ro(y|x)

https://huggingface.co/blog/rlhf
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Generative Al
Gen Al




BASE10 TREND MAP: GENERATIVE Al

Companies are grouped based on medium produced and segmented by use case within each medium. Companies that offer

Generative Al

products across segments are grouped in the segment of the core product offering.

Base10

& Creati - z Vector search
] @ & Synthetic data generation
TGXt & |m398 AUdiO/ MLOps Data & +4 in full uni +3 more in full universe
writing video decisions more in Tull universe ) J‘A I -
g notably 9 reie MDCLONE Il haZg £3 seMi Technologies
( Platforms +3 more in full universe \ c.) Capacities raft
® P betterdata m_'::’,ﬁ'.;i*}(.s MOSTLY-AI
OpenAI \ /\‘ Al21labs IR wesing Foce e s Twelve Labs
Elicit ocToPIZE Y SYNTEGRA = Mirry.Al
_ NJ S JRA T
. 7 X N, o ke .
Code generation & documentation = gE Customer support (chat/email/text) General writing and content editing
+9 more in full universe +23 more in full universe +25 more in full universe
cCodigo © tabnine ultimateai CRESTA “PolyAl wn"En @ QuilBot  oTHERSIDE Al
- . - & . ¥
CEMENMEN ) Mintify  :Debuild 4 kite Q ada $ Stylo LT ianguagetoor @) wordtune
NN
\ -.‘- = CodePilot.ai “ / \ @ mavenoid @ viable / \ corfeCtOo ! Lllpgmx c COMPOSE Al
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Generative Al

7 Marketing & sales copy

©

+49 more in full universe

+4 more in full universe

Q&I J | / Q) cgolo
scholarcy summari
=h® 2 Tome

° /\ﬁ . .
» Demandwell Ph- B witesoic  cOpy.al ) regieai  anyword
.{peppetcoment B LAVE?D E SURFER {I \ N e} =1 Scalenut
craftly. ' Soaaskeve  zneuroflash ~ #4 copysmith Smartwriterai () Hypotenuse A
5 v,
w
+2 more in full universe +1 more in full universe ¥ +5 more in full universe
Let' :
s PhotoRoom ﬁﬂhiﬂce p-e-n-cil E I I A
.10
® SWAPP maket
® - ! neural AdCreative ai 0
Depix< ". e . BEAUTIFUL[AT]
A Autoenhance.ai fmagen| OSMOSIS) I 7\
. g RN J  HYPAR

Text to image

+9 more in full universe

en Ryt
oo craiyon

>ROSEEUDAI
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Generative Al

Audio Editing

+2 more in full universe

Text to speech / Speech to text

+14 more in full universe

Music generation

+9 more in full universe

e i 1+ Speechify
0 Humanioop WA mosaic* Ambe'sc"pt coq M moises @ boomy
— . =5 PODCASTLE W WELLSAID [JIIEY R=PLICA
& Biases supertone  i#iUSICO  PDAACI
© Krisp @ oo i LOVO RESEMBLE.AI SPLASH
Summarization & insights Avatars & dubbing Video
+8 more in full universe 11 +15 more in full universe
= Fahom  xembly  :hume OO ysynthesia weraruvaie (§) | Sopmionan Edtng
eorword Aad Al - H ~ . : = . +1 more in full universe __—_- d I t
see SEMBLY ) SYbl” Jeepdub.ai [I‘\/ PAPERCUP. A dul:l) !PRephmsem elal. R runway (}IumenS ; les.:rp
* invideo
% Mangnifi @DEOVE,&S.E Hume, .' PICTORY @ colossyan D-IDJ, resPeecHer ' plask w
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DALL-E 2

Create original, realistic images and art from a text description.
It can combine concepts, attributes, and styles.

TEXT DESCRIPTION DALL-E 2

An astronaut

riding a horse

in a photorealistic style

= p ; :
ool K X
gl |

https://openai.com/dall-e-2/

75


https://openai.com/dall-e-2/

Hugging Face

B Spaces:

s App

Files

Stable Diffusion

rch models, datasets, users. + Models Datasets Spaces Docs & Solutions

stable-diffusion = ke

Community i

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming APl access you can try DreamStudio Beta

an insect robot preparing a delicious meal

4 -’
https://huggingface.co/spaces/stabilityai/stable-diffusion

Pricing

¢+ Linked Models
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Stable Diffusion Colab

@ woctezuma / stable-diffusion-colab Public

<> Code () Issues I Pullrequests () Actions [ Projects [J Wiki © Security |~ Insights

Go to file

37bc@2d 24 daysago ' 18 commits

¥ main ~ F 1branch © 0tags

’ woctezuma README: add a reference for sampler schedules

[ LICENSE Initial commit 27 days ago
(Y README.md README: add a reference for sampler schedules 24 days ago
[B stable_diffusion.ipynb Allow to choose the scheduler 25 days ago

README.md

Stable-Diffusion-Colab

The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1].
¢Usage
¢ Run stable_diffusion.ipynb .

https://github.com/woctezuma/stable-diffusion-colab

L)\ Notifications

© %2 8

% Fork 7 Y7 Star 31

About

Colab notebook to run Stable Diffusion.

¢ github.com/CompVis/stable-diffusion

deep-learning colab image-generation

text-to-image diffusion text2image

colaboratory google-colab
colab-notebook google-colaboratory
google-colab-notebook
text-to-image-synthesis huggingface
diffusion-models
text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers

diffusers stable-diffusion-diffusers

Readme
MIT license
31 stars

2 watching
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Lexica Art: Search Stable Diffusion images and prompts

lexica

lexica Q

https://lexica.art/


https://lexica.art/

- Text
- Speech
- Vision

NLG from a Multilingual,
Multimodal and Multi-task perspective

Multf(Natural Language) Generation

2
3
S
s &
\‘g\\«o - Recognize and transcribe speech (ASR)

- Translate from one language to another (MT)
- Describe, ask or answer questions or converse about

visual objects (Captioning, VQA, Visual Dialogue, ...)

(M)Language
(natural languages and varieties)
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

(]
: 3D R Vocabulary
2 ResNeXt
i L (action .
prediction) - _—
ut
Hierarchical%z_l modal
Attention Decoder
_.—
—
Text
summary+ | _ I Encoder —
Question
(2




Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @&. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

e - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ “~ With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world E

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Multimodal Pipeline

that includes three different modalities (Image, Text. Audio)

j:il]fl‘ﬁ_w

Multimodal datasets
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Audio

Video and Audio Multimodal Fusion

Fusion Fingl

operation

\ Audio description

Multimodal fusion —> prediction
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Visual and Textual Representation

Image

Visual representations (Dense)

Text
his is the oldest and most important defensive work 1o .
ave bean bt along the North African coastine by the Textual representations (Sparse)
ab conquerors in the early days of Islam. Founded in EEEE IEEE NS EEEm B
96, this building underwent several modifications during EEEE DEEE BEEE EEEE B
e medieval period. Initially, it formed a quadrilateral —rETTIETTTTT e
nd then was composed of four buildings giving onto two
ner courtyards.




Hybrid Multimodal Data Fusion

Text

Audio

Image

Text
Speech

Video

Classifier 1

Classifier 2

Classifier 3

»

Classifier

usion
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Multimodal Transfer Learning

Source: large-scale dataset

L= —

Training

Domain 1/ Modality 1

Pre-trained model

v

[ |

Source domain

Prediction

Fusion

——3 Transfer learming

v

Fine-tuned model 1

Domain 2 / Modality 2 l

-3 Transfer leaming

D
| ‘ ]
Fine-tuned model 2

|

Transfer leaming
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CLIP: Learning Transferable Visual Models
From Natural Language Supervision

(1) Contrastive pre-training

Pepper the
aussie pup

-

(2) Create dataset classifier from label text

Y

Y

Y

Y

pla
car
dc
\ 4 4 4 \ 4
TR T N TP i
bi
Iy LT | I'Ty | I1'Ts I1'Ty
I LT | IryTy | IrT; LTy
I3 I3yT; | 13T, | 3Ty I3 Ty
IN INTy | INTy | INT3 INTN

(3) Use for zero-shot prediction

a {obje

A photo of
ct}.

‘\\\\;;;:\\\l

=

'//jififfi//J

\ 4 \ 4 \ 4 \ 4
T, T, T; Tn
L LTy | Ty | T, I' Ty
4
A photo of

a dog.
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VILT: Vision-and-Language Transformer
Without Convolution or Region Supervision

Modality
Interaction

C

D)

Textual
Embed

—

Visual
Embed

\_ W,

f

Text

(a) VE > TE > MI

?

Image

Modality
Interaction

—1
[ N

Textual
Embed

—__

~

Visual
Embed

D
*

__

t

Text

(b) VE = TE > MI

?

Image

~
Modality
{ Interaction
—
‘ Visual
Textual | Embed
Embed
- J
1
Text Image

(c) VE > MI > TE

Modality
Interaction

|

Textual Visual
Embed Embed

. _OC_ D
1

Text Image

(d)MI > VE = TE
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wav2vec 2.0:
A framework for self-supervised learning of speech representations

Contrastive loss

L
f
Context
repre::nte:tions C , ﬁ 3 * T

Transformer

Masked

Quantized
representations Q

Latent speech Z
representations

raw waveform X




Robust Speech Recognltlon via Large-Scale Weak Supervision

Whisper:

Multltask training data (680k hours) Sequence-to-sequence leaming  meraen [ e oo .
M b L
English transcription prediction
’ "Ask not what your country can do for ..~ —wr )
D Ask not what your country can do for -
- . e/
Any-to-English speech translation § :
= :
" - N ! NSRS
. El rdpido zorro marrdn salta sobre g — L
D The quick brown fox jumps over - g T~ ) Decoder Blocks
Non-English transcription
& o si01 g2 UeictEY HRY WD We ED“I"
7 o« s g2 weictea 4oy wo we - ==y
No speech ;@ ja
m (background music playing) : - - - ) e
BE) SOT| EN S| 0.0 | The |quick ...
W Tokens in Multitask Training Format
Multitask training format Language X - X Time-aligned Fanecrption

Cend | [begin
= 4..“...}.““,

NO NO
Custom vocabulary / ‘ ? L
prompting 5 N
= Voice activity X — English
special [ text w timestamp m Transtation
~ lokens tokens _ lokens

text tokens J/vf
= 'l‘

Text-only lrmoenpﬁon f
(allows dataset-specific fine-tuning) f
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Microsoft Azure
Text to Speech (TTS)

Text  SSML

] Language
You can replace this text with any text you wish. You can either write in this text box or paste your
own text here. English (United States)
Try different languages and voices. Change the speed and the pitch of the voice. You can even Voi
tweak the SSML (Speech Synthesis Markup Language) to control how the different sections of the olce
text sound. Click on SSML above to give it a try! Jenny (Neural)

Enjoy using Text to Speech!
Speaking style

General

Speaking speed: 1.00
= ———0)|

Pitch: 0.00
—_—)

Play

https://azure.microsoft.com/en-gb/products/cognitive-services/text-to-speech/
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~ Hugging Face

Hugging Face

' Models Datasets Spaces Docs «. Solutions  Pricing

L)
v

The Al community
building the future.

Build, train and deploy state of the art models powered by

the reference open source in machine learning.

() Sstar 58,696

https://huggingface.co/

LogIn

Sign Up
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BLOOM

BigScience Large Open-science Open-access Multilingual Language Model
Downloads last month )\/\//\_w
a BigScience initiative 12,875
B m Hosted inference API

176B params - 59 languages - Open-access

» Text Generation

Groups v

BigScience Large Open-science Open-access Multilingual Language | love bloom. Super simple, but so effective! | went

Model through a similar process a couple of years ago

Version 1.3 / 6 July 2022 when |

Current Checkpoint: Training Iteration 95000

Total seen tokens: 366B sampling () BLOOM prompting tips

Switch to "greedy" for more accurate completion e.g.
math/history/translations (but which may be
repetitive/less inventive)

Compute

https://huggingface.co/bigscience/bloom 93
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OpenAl Whisper

~ Hugging Face Models Datasets Spaces Docs Solutions  Pricing ~=
B8 6 whisper 0 @ like Running
App Files Community

s~ Whisper

Whisper is a general-purpose speech recognition model. It is trained on a large dataset of diverse
audio and is also a multi-task model that can perform multilingual speech recognition as well as
speech translation and language identification. This demo cuts audio after around 30 secs.

You can skip the queue by using google colab for the space:

ZC Open in Colab

Transcribe

P 0:05/0:05 e——— ) 3 ‘

https://huggingface.co/spaces/openai/whisper
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G Teaching

C B Ty

aaaaaaaaaaa pei University

* Big Data Analytics
* Fall 2020, Spring 2023

e Software Engineering
* Fall 2020, Fall, 2021, Spring 2022, Spring 2023

* Artificial Intelligence in Finance and Quantitative
e Fall 2021, Fall 2022

* Artificial Intelligence
* Spring 2021, Fall 2022

* Artificial Intelligence for Text Analytics
* Spring 2022

* Data Mining
* Spring 2021

* Foundation of Business Cloud Computing
* Spring 2021, Spring 2022, Spring 2023

https://web.ntpu.edu.tw/~myday/teaching.htm 95
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(.

1.

N\ Research Project

& F e X B

National Taipei University

Applying Al technology to construct knowledge graphs of cryptocurrency anti-money

laundering: a few-shot learning model
 MOST, 110-2410-H-305-013-MY2, 2021/08/01~2023/07/31
Fintech Green Finance for Carbon Market Index, Corporate Finance, and Environmental

Policies. Carbon Emission Sentiment Index with Al Text Analytics
« NTPU, 112-NTPU_ORDA-F-003 + 2023/01/01~2024/12/31
Research on speech processing, synthesis, recognition, and sentence construction of people

with language disabilities. Multimodal Cross-lingual Task-Oriented Dialogue System
* NTPU, 112-NTPU_ORDA-F-004, 2023/01/01~2025/12/31

Use deep learning to identify commercially dental implant systems - observational study
 USTP-NTPU-TMU, USTP-NTPU-TMU-112-01, 2023/01/01~2023/12/31

Metaverse Avatar Automatic Metadata Generation Module
* FormosaVerse x NTPU, NTPU-111A413E01, 2022/12/01~2023/11/30

Establishment and Implement of Smart Assistive Technology for Dementia Care and
Its Socio-Economic Impacts. Intelligent, individualized and precise care with smart AT

and system integration
« MOST, 111-2627-M-038-001-, 2022/08/01~2023/07/31

https://web.ntpu.edu.tw/~myday/cindex.htm#projects 96
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Summary &

& 2 F I X B
National Taipei University

* This course introduces the fundamental concepts, research issues,
and hands-on practices of Big Data Analysis.

* Topics include:

1.

©0ONOUV R WN

Introduction to Big Data Analysis

Al, Data Science and Big Data Analysis

Foundations of Big Data Analysis in Python

Machine Learning: SAS Viya, Data Preparation and Algorithm Selection
Machine Learning: Decision Trees and Ensembles of Trees

Machine Learning: Neural Networks (NN) and Support Vector Machines (SVM)
Machine Learning: Model Assessment and Deployment

ChatGPT and Large Language Models (LLM) for Big Data Analysis

Deep Learning for Finance Big Data Analysis

10. Case Study on Big Data Analysis
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Contact Information

Min-Yuh Day, Ph.D.
Associate Professor

Institute of Information Management, National Taipei University

Tel: 02-86741111 ext. 66873

Office: B8F12

Address: 151, University Rd., San Shia District, New Taipei City, 23741 Taiwan
Email: myday@gm.ntpu.edu.tw

Web: http://web.ntpu.edu.tw/~myday/ %} 0
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