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Stuart Russell and Peter Norvig (2020),
Artificial Intelligence: A Modern Approach,

4th Edition, Pearson

Russell BAFficIal Intelligence
Norvig A Modern Approach

P Fourth Edition

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/
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Artificial Intelligence:
A Modern Approach

. Artificial Intelligence

. Problem Solving

. Knowledge and Reasoning

. Uncertain Knowledge and Reasoning

. Machine Learning

. Communicating, Perceiving, and Acting
. Philosophy and Ethics of Al



Artificial Intelligence:
Intelligent Agents

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Artificial Intelligence:
2. Problem Solving
* Solving Problems by Searching
* Search in Complex Environments
* Adversarial Search and Games
* Constraint Satisfaction Problems



Artificial Intelligence:
3. Knowledge and Reasoning
* Logical Agents
* First-Order Logic
* Inference in First-Order Logic
* Knowledge Representation
 Automated Planning



Artificial Intelligence:
4. Uncertain Knowledge and Reasoning

* Quantifying Uncertainty

* Probabilistic Reasoning

* Probabilistic Reasoning over Time
* Probabilistic Programming
 Making Simple Decisions
 Making Complex Decisions

* Multiagent Decision Making
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Artificial Intelligence:
5. Machine Learning
* Learning from Examples
* Learning Probabilistic Models
* Deep Learning

* Reinforcement Learning



Artificial Intelligence:
6. Communicating, Perceiving, and Acting

* Natural Language Processing

* Deep Learning for Natural Language
Processing

* Computer Vision
* Robotics

14



Artificial Intelligence:

Philosophy and Ethics of Al
The Future of Al

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Artificial Intelligence

(Al)



Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“ .. the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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4 Approaches of Al

> hinki Roti |
Thinking Humanly: Thinking Rationally:
- The “Laws of Thought”
The Cognitive
] Approach
Modeling Approach
1. a.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

Knowledge Representation

Automated Reasoning

Machine Learning (ML)

* Deep Learning (DL)

Computer Vision (Image, Video)

Natural Language Processing (NLP)

Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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4 Approaches of Al

> hinki Roti |
Thinking Humanly: Thinking Rationally:
- The “Laws of Thought”
The Cognitive
] Approach
Modeling Approach
1. 4,
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Acting Rationally:
The Rational Agent Approach

* Al has focused on the study and construction of
agents that do the right thing.

 Standard model
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Neuroscience
The parts of a nerve cell or neuron

Axonal arborization

® Axon fkom another cell \

xynapse

Dendrite Axon

Nucleus &

\/

Synapses

Cell body or soma

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Computational units

Storage units

Cycle time

Operations/sec

Comparison of
Computer and Human Brain

Supercomputer

10° GPUs + CPUs

10'° transistors

10*® bytes RAM

107 bytes disk
107° sec

1018

Personal Computer Human Brain

8 CPU cores

10'° transistors

10'° bytes RAM

10*? bytes disk
107° sec

100

10° columns

10! neurons

10! neurons

10** synapses
1073 sec

10%
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A scene from the blocks world

Find a block which is taller than the one you
are holding and put it in the box.

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Intelligent Agents



4 Approaches of Al

N hinki Roti |
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive
] Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent

Approach s

Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Reinforcement Learning (DL)

Agent

{ EnvironmentJ




Reinforcement Learning (DL)

1 observation 2 action
Agent

3 reward T

Environment
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Reinforcement Learning (DL)

Agent

0,
3 reward TRt

Environment

1 observation 2 action
A

t
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Agents interact with environments
through sensors and actuators

/Px gent Sensors s

' Percepts

?

' Actions

\ Actuators -

JUSWIUOITAUH




A vacuum-cleaner world
with just two locations




Partial tabulation of
a simple agent function for
the vacuum-cleaner world

Percept sequence Action
A, Clean| Right
A, Dirty] Suck
B, Clean| Left
B, Dirty] Suck
A, Clean], [A, Clean] Right
A, Clean), |A, Dirty] Suck
[A, Clean), [A, Clean], A, Clean| Right
[A, Clean), |A, Clean], A, Dirty]

Suck

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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PEAS description of
the task environment for
an automated taxi driver

Agent Type

Taxi driver

Performance
Measure

Safe, fast,
legal,
comfortable
trip, maximize
profits,
minimize
impact on
other road
users

Environment

Roads, other
traffic, police,
pedestrians,
customers,
weather

Actuators

Steering,
accelerator,
brake, signal,
horn, display,
speech

Sensors

Cameras, radar,
speedometer, GPS, engine
sensors, accelerometer,
microphones, touchscreen
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Examples of Agent Types and

their PEAS descriptions

Agent Type

Medical
diagnosis system

Satellite image
analysis system

Part-picking
robot

Refinery
controller

Interactive
English tutor

Performance
Measure

Healthy patient,
reduced costs

Correct
categorization of
objects, terrain

Percentage of
parts in correct
bins

Purity, yield,
safety

Student’s score
on test

Environment

Patient, hospital,
staff

Orbiting satellite,
downlink,
weather

Conveyor belt
with parts; bins

Refinery, raw
materials,
operators

Set of students,
testing agency

Actuators

Display of
questions, tests,
diagnoses,
treatments

Display of scene
categorization

Jointed arm and
hand

Valves, pumps,
heaters, stirrers,
displays

Display of
exercises,
feedback, speech

Sensors

Touchscreen/voice
entry of

symptoms and
findings

High-resolution
digital camera

Camera, tactile
and joint angle
sensors

Temperature,
pressure, flow,
chemical sensors

Keyboard entry,
voice

38



Examples of Task Environments and

their Characteristics

Task Environment ~ Observable Agents Deterministic  Episodic  Static Discrete
Crossword puzzle Fully Single Deterministic Sequential ~ Static Discrete
Chess with a clock Fully Multi  Deterministic Sequential ~ Semi Discrete
Poker Partially =~ Multi ~ Stochastic ~ Sequential  Static Discrete
Backgammon Fully Multi ~ Stochastic ~ Sequential ~ Static Discrete
Taxi driving Partially ~ Multi ~ Stochastic ~ Sequential Dynamic Continuous
Medical diagnosis Partially ~ Single  Stochastic ~ Sequential Dynamic Continuous
Image analysis Fully Single Deterministic ~ Episodic Semi  Continuous
Part-picking robot Partially ~ Single  Stochastic ~ Episodic  Dynamic Continuous
Refinery controller ~ Partially ~ Single  Stochastic ~ Sequential Dynamic Continuous
English tutor Partially =~ Multi  Stochastic ~ Sequential Dynamic  Discrete
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The TABLE-DRIVEN-AGENT program
is invoked for each new percept and
returns an action each time.

It retains the complete percept sequence in memory.

function TABLE-DRIVEN-AGENT( percept) refurns an action
persistent: percepts, a sequence, mitially empty
table, a table of actions, indexed by percept sequences, mitially fully specified

append percept to the end of percepts
action ¢ LOOKUP( percepts, table)
return action

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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The agent program for a simple
reflex agent in the two-location
vacuum environment.

function REFLEX-VACUUM-AGENT([location,status]) returns an action

if status = Dirty then return Suck
else if [ocation = A then return Right
else if [ocation = B then return Left

41



Schematic Diagram of
a Simple Reflex Agent

(A

gent

Sensors =

'

What the world
1s like now

CCondition-action rules)—»

.

Y

What action [
should do now

+

Actuators

JUSWIUOJIAUH
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Schematic diagram of
a simple reflex agent

ngent Sensors —s
the current internal state W.halt.f(he world
of the agent’s decision process 15 1IRC oW

CCondition-action rules)—» S\gg&t dagg%%{v

+

JUSWIUOJIAUH

\ Actuators




Schematic diagram of
a simple reflex agent

Qgent Sensors s
the current internal state What the world

1s like now

of the agent’s decision process

the background information
used in the process Y

CCondition-action rules)—» s\g g&fdagg%%{v

+

JUSWIUOJIAUH

\ Actuators




A Simple Reflex Agent

It acts according to a rule whose condition
matches the current state,
as defined by the percept.

function SIMPLE-REFLEX-AGENT( percept) returns an action
persistent: rules, a set of condition—action rules

state <— INTERPRET-INPUT( percept)

/Ag t £ A
rule <— RULE-MATCH(state, rules)
action <— rule. ACTION :
return action oo | WL ] | |
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A Model-based Reflex Agent

/— f/ ~~~~~~~~~~ ~ Sensors = \ m
Y

(How the world evolves>—> W.halt.{(he world
is like now

CWhat my actions do

JUSWIUOIIAUF

Y
C Condition-action rules )——» Sm}:ﬁtdaggzg vlv

#

Agent Actuators

"

)




A model-based reflex agent

It keeps track of the current state of the world,
using an internal model.
It then chooses an action in the same way as the reflex agent.

function MODEL-BASED-REFLEX-AGENT( percept) returns an action
persistent: state, the agent’s current conception of the world state

transitton_model, a description of how the next state depends on
the current state and action

sensor_model, a description of how the current world state is reflected
in the agent’s percepts

rules, a set of condition—action rules

action, the most recent action, initially none

state <— UPDATE-STATE(state, action, percept, transition_model, sensor_model)
rule <— RULE-MATCH(state, rules)

action < rule.ACTION
return action
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A model-based, goal-based agent

( p L - -
y S Sensors
“\ *
What the world

CHOW the world evolves is like now
oty sions a0 F—= Vi

JUQUIUOII AU

|

What action I
@ ® should do now

kAgent Actuators




A model-based, utility-based agent

. Sensors =
~
"}
What the world
CHOW the world evolves < like now
w . . .
@hat my actions do it;’alt (llto Vzlcl%igﬁ gke

Y

How happy I will be
in such a state

kAgent

Y

What action I

should do now

Y

Actuators

JUSWUOIIAUF
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A general learning agent

Performance standard

ar—

\

D

@gent

Critic - Sensors s
feedback
Y changes Y
Learning ®=1  Performance
element |=s element
knowledge
learning
goals
Problem
generator Y
Actuators

JUUWIUOIIAUH
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Three ways to represent states and
the transitions between them

(a) Atomic

OIIQQQQ

mII..Q.

(b) Factored

(c) Structured
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Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL
INTELLIGENCE

\flint} HH gence

MACHINE
LEARNING

DEEP
LEARNING

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010’s

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/
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Al, ML, DL

4 Artificial Intelligence (Al) )
4 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
\ GAN )

Semi-supervised l Reinforcement

L Learning Learning )




3 Machine Learning Algorithms

TEMPORAL

DIFFERENCE

RENFORCEMENT LEARNING

Q-LEARNING

K-MEANS

DEEP BELIEF
NETWORKS

CLUSTERING

UNSUPERVISED
LEARNING

PRINCIPAL
COMPONENT
ANALYSIS DIMENSIONALITY

REDUCTION

LINEAR
DISCRIMINANT

ANALYSIS
GENERALIZED

DISCRIMINANT
ANALYSIS

LEARNING

CONVOLUTIONAL
NEURAL NETWORK

REGRESSION

SUPERVISED
LEARNING

RANDOM
FOREST

LINEAR
REGRESSION

CLASSIFICATION NAIVE BAYES

CONDITIONAL
DECISION TREE

K-NEAREST NEIGHBORS

RECURSIVE NEURAL
NETWORK

MACHINE LEARNING
+
DEEP LEARNING

-1
B w

SOCIAL
MEDIA WEB LOGS  SALES

ISCOVERY
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Machine Learning (ML)

Meaningful
Compression

Structure Image

: - Customer Retention
Discovery Classification

Big daca Dimensionality Feature Idenity Fraud

isuali = lassi i Diagnostics
Visualistaion Reduction Elicitation Detection Classification en

Recommender : - Advertising Popularity
Systems Unsupervnsed SUPerV|Sed Prediction
Learning Learning Weather
Forecasting
Clustering . Regression

Machine W=

Marketing oo Foracasting
Prediction

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning
st Skill Acquisition

Learning Tasks
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Machine Learning (ML) / Deep Learning (DL)

-

Machine
Learning
(ML)

o

Supervised
Learning

L

Unsupervised
Learning

|

1

Reinforcement
Learning

|

Decision Tree
L Classifiers ]

Linear
~ Classifiers

Rule-based
\ Classifiers )

i Probabilistic 1

~ Classifiers
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Artificial Intelligence:
6. Communicating, Perceiving, and Acting

* Natural Language Processing

* Deep Learning for Natural Language
Processing

* Computer Vision
* Robotics

57



Al and Blockchain
Key Enabling Technologies of the Metaverse

N—A» D Real-time sensory data
- ~——4 from different devices 8 =8
RAS
8=8
loT

Historical data, sensory

- ;' data, and models

User input, real-time and
historical data

&

Multiple data sources
. g8 "M &

Bi

Speech, eye tracking,
® gesture, VR/AR

Digital Twins

Immearuable
range of tasks .

Categorized data ’

Immersive
experience

(&)

Security

o

Traceability

> B3

' /I E Immutability
:I 0%¢c
0(;@00

(o]
Decentralized

- &

Metaverse

) 2
lockchain

’ \=
' 8:0
Smart contract
o

2 ‘A
Consensus
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Primary Technical Aspects in the Metaverse

Al with ML algorithms and DL architectures
is advancing the user experience in the virtual world

Brain-computer interface
o

Invasive and non-invasive signals
Mental state analysis

Neural
Interface

Data-driven modeling
Physical-digital view integration
Analysis-monitoring-prediction-simulation

— Metaverse's
Techniques

Ultra-reliable and low-latency communications
Multi-access edge computing
Intelligent spectrum utilization

L 2

Networkingf;: Blockchain

Language modeling

word prediction
Text-to-speech processing
Semantic labeling

Object detection and segmentation
Image restoration and enhancement
Pose estimation and action recognition

Virtual reality
Augmented reality
Mixed reality

- Data collection and sharing
- Data storage and management
- Data security and privacy
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Al for the Metaverse in the Application Aspects

healthcare, manufacturing, smart cities, gaming
E-commerce, human resources, real estate, and DeFi

E-commerce

Development of virtual stores

Shopping experience improvement
Personalizing customer experience

Shopping behavior analysis and understanding

Physical activity recognition

Sensor-based fall detection

Lesion segmentation in breast image
Non-rigid heart motion estimation

Living assistance and risk awareness
Virtual health centers and hospital
Treatment planning and educative training

DeFi

Cryptocurrency-based financial platform
Leaning, borrowing, farming, and staking
Decentralized exchange and application
Trading products and NFT using crypto

Console, mobile, and PC gaming platforms
Al-assisted game store telling

Procedural content creation

Tactical planning for Al agent

Immersive gamming experience evaluation
Al-aided gaming developing optimization |, /
Realistic player-NPC interaction

Metaverse's |
Applications

| Real Estate

\ Virtual land investment in the metaverse
"~ Land and house for trading
NFT-associated real estate in virtual worlds
. Cost-efficient marketing channel for real estate companies

Shortening product lifecycle

/ *| Machine condition supervision

' Fault detection and diagnosis

Production line optimization
Manufacturing scalability and compatibility
Make-to-order manufacturing enterprise
Virtual entities for operating transparency

Human Resource
Virtual job fairs
Immersive recruitment experience
Revolution of working style and workplace
Virtual meeting platform supporting metaverse

Intelligent transport system

Smart community portal

Video-based surveillance system

Collaborative home appliances control

Smart environmental trackind and awareness
. Sustainable green agriculture

Virtual replication in metaverse ecosystem
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Al for Text Analytics

TEXT ANALYTICS
.7.——————— ________:0.
*" | Document Matching Web Content Mining | *.
——===== " =
- l-'ik f’f'!ds 3 /' Informatio Web Structure Mining }
Palnininis =~ “Retrieval nir S

Search Engines |

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Hugging Face

~ Hugging Face v ta ' Models Datasets Spaces Docs & Solutions  Pricing ~= LogIn Sign Up

L)
\__/

The Al community
building the future.

Build, train and deploy state of the art models powered by

the reference open source in machine learning.

() star 58,696

https://huggingface.co/



https://huggingface.co/

The Transformers Timeline

ULMFit BERT RoBERTa XLM-R DeBERTa GPT-Neo

T5
Transformer GPT GPT-2 DistrilBERT GPT-3 GPT-J

%
2017 2018 2019 2020 2021 2022
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT T5
|

BART
|

M2M-100
|

ALBERT BigBird

RoBERTa

ELECTRA

DI ANE]
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Transformer (Attention is All You Need)

(Vaswani et al., 2017)

Output
Probabilities
Linear
-
Add & Norm 2
Feed
Forward
s N\ Add & Norm
_ .
Add & Norm Multi-Hoad
Feed Attention
Forward 7T 77 Nx
_L
N Add & Norm
("' Add & Norm l Macked
Multi-Head Multi-Head
Attention Attention
AT L T
\ ] J . p—
Positional A Positional
ncoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures for BERT

@ Mask LM Ma% LM \ /ﬁ/@@o Start/End Spa\
[¢])

] LG “ G

... ....... .‘......... BERT

T s,..][ E |.. | & |lEpem]l&]--

A e e T

1 . HEEEE. 6
‘_'_]

D[

e

Ea || E |-

:

N
e J
ToAN

—
(ma])(mr]) .. [Gan])((mem ) (] ..
== =

Masked Sentence A A Masked Sentence B Question -~ Paragraph
k Unlabeled Sentence A and B Pair / \\\\ Question Answer Pair /

Pre-training Fine-Tuning
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Class
Labol

ﬁ]nl~[nbwlwh[m]

BERT
0 I I IS0 e M
N . N U L
()] [ ](em )] (]
l_'_]\_[_!

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

StartEnd Span

BERT

L]l & ) [ [ Emen & ] [&]

Fine-tuning BERT on Different Tasks

BERT

En-ll E| E‘ EN
e .
|

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColA

B-PER

00—
CO&)- =)~ G

- L B Eme o

50 0 e 0 [0 [ S P
l_l_]‘_l_,

Question Paragraph

=3

(c) Question Answering Tasks:
SQuAD v1.1

AT

BERT

| =

?.Eﬁﬁﬁrﬁ *

Single Senbance

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Sentiment Analysis:
Single Sentence Classification

Class
Label

(e = I~ ]

BERT

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805 68



Fine-tuning BERT on
Question Answering (QA)

Start/End Span

[ < :l[ T J [ Tw J[ e J[ R s J

BERT
E[CLSI E1 =T EN E[SEP] E =TT EM'
. = N s  paaaa
(e ]~ [R5 ]
[ | |
I I
Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1
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Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)

Class
Label

= =
(e L = =] - = ]

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA
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Fine-tuning BERT on Dialogue
Slot Filling (SF)

O B-PER

iy

= = = =
[ e ] = ] = |

= B &
[CLS] Tok 1 Tok 2

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Task-Oriented Dialogue (ToD) System
Speech, Text, NLP

“Book me a cab to Russell Square*

- inform(service=taxi, - (7
Speech Language dest=Russell Square) ‘
Recognition Understanding :

speech text senm

. : Third
Dialogue : Party
Management : APls

speech _ text _ seW
Speech Response

Synthesis Generation request(depart_time)

“When do you want to leave?”
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Conversational Al

to deliver contextual and personal experience to users

Automated Speech
Recognition
: 1 Sure, | need your
Hi, | need :0 | ID to check the
access a_wr ua » acCcess
meeting. DlalOg Natual L?nguage permission?
P Management _, Generation
s Forming Response  Offering response

Natual Language
Understanding J

; ; ; t ;

Machine Learning and Deep Neural Networks
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wav2vec 2.0:
A framework for self-supervised learning of speech representations

Contrastive loss

L
f
Context
repre::nte:tions C , ﬁ 3 * T

Transformer

Masked

Quantized
representations Q

Latent speech Z
representations

raw waveform X




Computer Vision:
Image Classification, Object Detection,
Object Instance Segmentation

Classification Classification Object Instance
+ Localization Detection Segmentation

CAT, DOG, DUCK CAT, DOG, DUCK

N o N 7
Y Y

Single Objects Multiple Objects
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Computer Vision: Object Detection

person, sheep, dog

mw\

() Object Classification a (b) Generic Object Detection |
(Bounding Box)

1-'.;'.
N

sheep® sheep sheep® sheep sheep sheep ¥ sheep sheep ' sheep | sheep)
: .

AR
. B

(€) Semantic Segmentation (d) Object Instance Segmetation

Source: Li Liu, Wanli Ouyang, Xiaogang Wang, Paul Fieguth, Jie Chen, Xinwang Liu, and Matti Pietikdinen. "Deep learning for generic object
detection: A survey." International journal of computer vision 128, no. 2 (2020): 261-318.



Computer Vision in the Metaverse

with scene understanding, object detection, and human action/activity recognition

Scene: garden human, watering

| human, standing
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YOLOvV7:

Trainable bag-of-freebies sets new state-of-the-art for real-time object detectors

better MS COCO Object Detection

—0

56
55
YOLOvV7 is +120%
54
A
-«
53
=@—YOLOV7 (ours)
- —e—YOLOR
) —e—PPYOLOE
» —e—YOLOX
‘ / Scaled-YOLOvV4
- / ——YOLOV5 (r6.1)

1 13 15 17 19 21 23 2§ 27 29 31 33

5 7 9 1
better« V100 batch 1 inference time (ms)
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- Text
- Speech
- Vision

NLG from a Multilingual,
Multimodal and Multi-task perspective

Multf(Natural Language) Generation

2
3
S
s &
\‘g\\«o - Recognize and transcribe speech (ASR)

- Translate from one language to another (MT)
- Describe, ask or answer questions or converse about

visual objects (Captioning, VQA, Visual Dialogue, ...)

(M)Language
(natural languages and varieties)
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

(]
: 3D R Vocabulary
2 ResNeXt
i L (action .
prediction) - _—
ut
Hierarchical%z_l modal
Attention Decoder
_.—
—
Text
summary+ | _ I Encoder —
Question
(2




Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @&. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

e - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ “~ With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world E

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Video Question Answering (VQA)

Image VQA

Q) What is the color of the bird?
A) Whlte @erssssssssssssnssnassnsnnnnnes

Video VQA

Q) How many times does the cat touchthe dog?§
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Multimodal Pipeline

that includes three different modalities (Image, Text. Audio)

j:il]fl‘ﬁ_w

Multimodal datasets
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Audio

Video and Audio Multimodal Fusion

Fusion Fingl

operation

\ Audio description

Multimodal fusion —> prediction
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Visual and Textual Representation

Image

Visual representations (Dense)

Text
his is the oldest and most important defensive work 1o .
ave bean bt along the North African coastine by the Textual representations (Sparse)
ab conquerors in the early days of Islam. Founded in EEEE IEEE NS EEEm B
96, this building underwent several modifications during EEEE DEEE BEEE EEEE B
e medieval period. Initially, it formed a quadrilateral —rETTIETTTTT e
nd then was composed of four buildings giving onto two
ner courtyards.




Hybrid Multimodal Data Fusion

Text

Audio

Image

Text
Speech

Video

Classifier 1

Classifier 2

Classifier 3

»

Classifier

usion
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Multimodal Transfer Learning

Domain 1/ Modality 1

Source: large-scale dataset Pre-trained model

n

Training ——3 Transfer learning

Source domain I

v

Prediction Fine-tuned model 1

Domain 2/ Modality 2 l

Fusion l
-3 Transfer learmning ‘

A . J

Fine-tuned model 2

’

- Transfer leaming




Neural Style Transfer (NST)

Input Style Input Content

Neural style transfer

Output
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CLIP: Learning Transferable Visual Models
From Natural Language Supervision

(1) Contrastive pre-training

Pepper the
aussie pup

-

(2) Create dataset classifier from label text

Y

Y

Y

Y

pla
car
dc
\ 4 4 4 \ 4
TR T N TP i
bi
Iy LT | I'Ty | I1'Ts I1'Ty
I LT | IryTy | IrT; LTy
I3 I3yT; | 13T, | 3Ty I3 Ty
IN INTy | INTy | INT3 INTN

(3) Use for zero-shot prediction

a {obje

A photo of
ct}.

‘\\\\;;;:\\\l

=

'//jififfi//J

\ 4 \ 4 \ 4 \ 4
T, T, T; Tn
L LTy | Ty | T, I' Ty
4
A photo of

a dog.
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VILT: Vision-and-Language Transformer
Without Convolution or Region Supervision

Modality
Interaction

C

D)

Textual
Embed

—

Visual
Embed

\_ W,

f

Text

(a) VE > TE > MI

?

Image

Modality
Interaction

—1
[ N

Textual
Embed

—__

~

Visual
Embed

D
*

__

t

Text

(b) VE = TE > MI

?

Image

~
Modality
{ Interaction
—
‘ Visual
Textual | Embed
Embed
- J
1
Text Image

(c) VE > MI > TE

Modality
Interaction

|

Textual Visual
Embed Embed

. _OC_ D
1

Text Image

(d)MI > VE = TE

90



Self-Supervised Representation Learning
in Speech Downstream Applications

Phase 1: Pre-train

" »
* Generative

: Contr as.twe representations
* Predictive

Self-Supervised Learning e 1

(SSL) 'Ill'lll' —'b[ UpStrear;\ Model J
Unlabeled Data I I ' I

Phase 2: Downstream

" . AL <
How are you? Speaker 42

t t

Downstream Downstream
Model 1 Model 2
t 1

Upstream Model € Labelled
' data
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Self-Supervised Speech Representation Learning:
A Review

Abdelrahman Mohamed*, Hung-yi Lee*, Lasse Borgholt*, Jakob D. Havtorn*, Joakim Edin, Christian Igel
Katrin Kirchhoff, Shang-Wen Li, Karen Livescu, Lars Maalge, Tara N. Sainath, Shinji Watanabe

C C
oS < \ O RN & W
&"& o o S e AN P> $PAQ B ® N S
< % A -l < 'L O P ,c/ A
C(}S’b\o \\‘& ’\‘,Qccé“ < Q q;«\ ocw‘oq;&\:bovg‘;@x &@c‘\\o\‘ 6\\\'@? ?2% &° \) Q~ c"-“\\%\ &ov'tﬁﬁc%(giﬁ Q;C \F" er\ \@, \\\@@«&Q
9 @ S Q?‘@v‘zqo‘\hs‘?o A R G S
. k< a o o ? a ° 2 o (5] a o (=} o o o o e o k) o kel o =] = >
» . TS TS - o - - >
2015 2016 2017 2018 2019 2020 2021 2022

¢ Generative models * Contrastive models Predictive models

» Embedding models + Multi-modal models

92



Attention Mechanisms in Computer Vision:

RAM
2014.06.24
(It adopts RNN and
reinforcement learning
to achieve spatial
attention)

STN
2015.06.05
(It proposes to select
important region by
learning affine
transformation)

A survey

Non-Local Network

Highway Network
2015.07.22
(It proposes to
combine different
branches by using
attention method)

SENet
2017.09.05

adaptively recali

(It proposes to

channel by using
attention weight)

2017.11.21

(It first successfully
uses self-attention to

model non-local
relationship in

2018-2020
(Some popular
attention related
network such as
SAGAN, OCNet,
DANet, EMANet,

2020—Now
(Various transformer
variants such as PCT,
Deformable DETR DeiT,
T2T-ViT, IPT, PVT, and
Swin-Transformer)

computer vision) OCRNet, and HamNet)
CBAM
2018.07.17 2020.10.22
(It proposes to (The first pure
brate combine channel transformer structure

attention with spatial
attention)

achieves great results
in computer vision)
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DALL-E 2

Al system that can create realistic images and art
from a description in natural language

TEXT DESCRIPTION DALL-E 2

An astronaut

riding a horse

in a photorealistic style

?e’ ‘ g
/- R

https://openai.com/dall-e-2/
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Stable Diffusion

~ Hugging Face Search models, datasets, users... # Models Datasets Spaces | Docs & Solutions  Pricing =
B Spaces: stabilityal stable-diffusion ™ O like 180 Running
s App I Files Community i s Linked Models

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming API access you can try DreamStudio Beta

an insect robot preparing a delicious meal

/ 4 -’
https://huggingface.co/spaces/stabilityai/stable-diffusion



https://huggingface.co/spaces/stabilityai/stable-diffusion

Stable Diffusion Colab

@ woctezuma / stable-diffusion-colab Public

<> Code () Issues I Pullrequests () Actions [ Projects [J Wiki © Security |~ Insights

Go to file

37bc@2d 24 daysago ' 18 commits

¥ main ~ F 1branch © 0tags

’ woctezuma README: add a reference for sampler schedules

[ LICENSE Initial commit 27 days ago
(Y README.md README: add a reference for sampler schedules 24 days ago
[B stable_diffusion.ipynb Allow to choose the scheduler 25 days ago

README.md

Stable-Diffusion-Colab

The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1].
¢Usage
¢ Run stable_diffusion.ipynb .

https://github.com/woctezuma/stable-diffusion-colab

L)\ Notifications

© %2 8

% Fork 7 Y7 Star 31

About

Colab notebook to run Stable Diffusion.

¢ github.com/CompVis/stable-diffusion

deep-learning colab image-generation

text-to-image diffusion text2image

colaboratory google-colab
colab-notebook google-colaboratory
google-colab-notebook
text-to-image-synthesis huggingface
diffusion-models
text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers

diffusers stable-diffusion-diffusers

Readme
MIT license
31 stars

2 watching
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Lexica Art: Search Stable Diffusion images and prompts

lexica Q Search images Search

L -
The Stable Diffusion search engine

Search

K. 87 1L

3 .".0.’- ' ‘
i - L~ 4 ‘*4.'
‘:Y ‘, R J > . e v @~ e '
P 4 17 - — L 4
Y y e
\ MY
! ’ } o 'v'\..j\ ~
: ¢ ‘ ! % \ "

https://lexica.art


https://lexica.art/

Papers with Code

State-of-the-Art (SOTA)
[l“"] Search for papers, code and tasks )& W Follow 4 Discuss Trends About Log In/Register

Browse State-of-the-Art

122 1509 leaderboards « 1327 tasks « 1347 datasets « 17810 papers with code

Follow on W Twitter for updates

Computer Vision

. ;i'-iii‘- ,
Semantic I Image Object
Segmentation e -2l Classification Detection

Image Pose
Generation Estimation
&2 33 leaderboards &2 52 leaderboards &2 54 leaderboards 112 51leaderboards 122 40 leaderboards
667 papers with code 564 papers with code 467 papers with code 231 papers with code 231 papers with code

» See all 707 tasks

Natural Language Processing

Language == Question Sentiment = Text
Modelling E: ~~~~~ Answering Analysis - Generation

https://paperswithcode.com/sota 98
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Stuart Russell and Peter Norvig (2020),
Artificial Intelligence: A Modern Approach,

4th Edition, Pearson

Russell BAFficIal Intelligence
Norvig A Modern Approach

P Fourth Edition

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/
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Aurélien Géron (2019),

Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:
Concepts, Tools, and Techniques to Build Intelligent Systems,
2nd Edition, O’Reilly Media, 2019

OREILLY %::%
05 ”
Hands-on

Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron

https://github.com/ageron/handson-ml2

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/ 100



https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/
https://github.com/ageron/handson-ml2

Hands-On Machine Learning with
Scikit-Learn, Keras, and TensorFlow

Notebooks

1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification

4.Training Models

5.Support Vector Machines

6.Decision Trees

7.Ensemble Learning and Random Forests
8.Dimensionality Reduction
9.Unsupervised Learning Techniques
10.Artificial Neural Nets with Keras
11.Training Deep Neural Networks

12.Custom Models and Training with TensorFlow

Hands-on Mac}
Learning with
Scikit-Learn, Keras
& TensorFlow

= -l

13.Loading and Preprocessing Data

14.Deep Computer Vision Using Convolutional Neural Networks

15.Processing Sequences Using RNNs and CNNs

16.Natural Language Processing with RNNs and Attention

17.Representation Learning Using Autoencoders

18.Reinforcement Learning

19.Training and Deploying TensorFlow Models at Scale

https://github.com/ageron/handson-ml2
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https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/01_the_machine_learning_landscape.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/02_end_to_end_machine_learning_project.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/03_classification.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/04_training_linear_models.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/05_support_vector_machines.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/06_decision_trees.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/07_ensemble_learning_and_random_forests.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/08_dimensionality_reduction.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/09_unsupervised_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/10_neural_nets_with_keras.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/11_training_deep_neural_networks.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/12_custom_models_and_training_with_tensorflow.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/13_loading_and_preprocessing_data.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/14_deep_computer_vision_with_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/15_processing_sequences_using_rnns_and_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/16_nlp_with_rnns_and_attention.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/17_autoencoders.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/18_reinforcement_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/19_training_and_deploying_at_scale.ipynb
https://github.com/ageron/handson-ml2

Steven D'Ascoli (2022),

Artificial Intelligence and Deep Learning with Python:

Every Line of Code Explained For Readers New to Al and New to Python,
Independently published.

Artificial Intelligence and

Deep Learning with Python

Every Line of Code Explained
! Kea New to Al and New 1o Pythe

https://www.amazon.com/Artificial-Intelligence-Deep-Learning-Python/dp/BO9QNZBZMN/ 102
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Nithin Buduma, Nikhil Buduma, Joe Papa (2022),

Fundamentals of Deep Learning:

Designing Next-Generation Machine Intelligence Algorithms,
2nd Edition, O'Reilly Media.

OREILLY’ ‘gx;‘lg)%
Fundamentals of

Deep Learmng

Designing Next-Generation
Machine Intelligence Algorithms

- Nithin Budumag,
Nikhil Buduma & Joe Papa
with contributions by Nicholos Locoscio

https://www.amazon.com/Fundamentals-Deep-Learning-Next-Generation-Intelligence/dp/149208218X/ 103
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4z)1zTuniMqf2RkCrT

& python101.ipynb

""“' e e
File Edit View Insert Runtime Tools Help All changes saved Text Generatlon 8 Comment 5 Share * o

+ Code + Text v UM e v # Editing

ORI = RV S B |

A

& ~ Text Generation

{x} » Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers: Building Language
Applications with Hugging Face, O'Reilly Media.
= * Github: https:/github.com/nlp-with-transformers/notebooks

v 191 1 #Source: https://huggingface.co/tasks/text-generation
2 #!pip install transformers
3 from transformers import pipeline
4 generator = pipeline('text-generation', model = 'gpt2')
5 generator("Hello, I'm a language model”, max_ length = 30, num return_sequences=3)

Setting “pad_token_id® to “eos_token_id":50256 for open-end generation.

[{'generated_text': "Hello, I'm a language model.\n\nBut then, one day, I'm not trying to teach the language in my head.\n\n"},
{'generated_text': "Hello, I'm a language model. I'm an implementation for the type system. I'm working with types and programming language constructs. I &
{'generated_text': "Hello, I'm a language modeler, not a programmer. As you know, languages are not a linear model. The thing that jumps out at"}]

v " 1 from transformers import pipeline
2 generator = pipeline('text-generation', model = 'gpt2')
3 outputs = generator("Once upon a time", max_length = 30, num_return_sequences=3)
4 print(outputs[0][ 'generated_text'])

<> [» Setting “pad_token_id" to “eos_token_id :50256 for open-end generation.
Once upon a time, every person who ever saw Jesus, knew that He was Christ. And even though he might not have known Him, He was

=

>} v (1] 1 from transformers import pipeline

| ht.tbs:-//f'ihyurl.com/aintpupythonlOl 104



https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101

Summary

* Artificial Intelligence
* Intelligent Agents
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