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Course Syllabus t
National Taipei University matnnl
Academic Year 111, 15* Semester (Fall 2022)

* Course Title: Artificial Intelligence
* Instructor: Min-Yuh Day

* Course Class: MBA, IM, NTPU (3 Credits, Elective) EI 2]
* Details T r.,"ﬂ
° L] ?.
* In-Class and Distance Learning EMI Course E| "'ﬂ""
(3 Credits, Elective, One Semester) (M6132) e
* Time & Place: Wed, 2, 3, 4, (9:10-12:00) (B8F40)
* Google Meet: https://meet.google.com/miy-fbif-max %g O
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Course Objectives

1. Understand the fundamental concepts and research
issues of Artificial Intelligence.

2. Equip with Hands-on practices of Artificial Intelligence.

3. Conduct information systems research in the context of
Artificial Intelligence.




Course Outline G
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National Taipei University

* This course introduces the fundamental concepts, research issues, and hands-on practices of
Artificial Intelligence.

* Topics include:

1.

W N
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Introduction to Artificial Intelligence
Artificial Intelligence and Intelligent Agents
Problem Solving

Knowledge, Reasoning and Knowledge Representation, Uncertain Knowledge and
Reasoning

Machine Learning: Supervised and Unsupervised Learning
The Theory of Learning and Ensemble Learning

Deep Learning, Reinforcement Learning

Deep Learning for Natural Language Processing

Computer Vision and Robotics

10. Philosophy and Ethics of Al and the Future of Al

11. Case Study on Al



Core Competence

* Exploring new knowledge in information technology,
system development and application 80 %

* Internet marketing planning ability 10 %

* Thesis writing and independent research skills 10 %



Four Fundamental Qualities

Professionalism
* Creative thinking and Problem-solving 40 %
 Comprehensive Integration 30 %
Interpersonal Relationship
 Communication and Coordination 5 %
* Teamwork 5 %
Ethics
* Honesty and Integrity 5 %
 Self-Esteem and Self-reflection 5 %
International Vision
e Caring for Diversity 5 %
* Interdisciplinary Vision 5 %



College Learning Goals

*Ethics/Corporate Social Responsibility
*Global Knowledge/Awareness
*Communication

* Analytical and Critical Thinking



Department Learning Goals

*Information Technologies and
System Development Capabilities

*Internet Marketing Management Capabilities
*Research capabilities



Syllabus \ <

SIS T
National Taipei University

Week Date Subject/Topics

1 2022/09/14 Introduction to Artificial Intelligence

2 2022/09/21 Artificial Intelligence and Intelligent Agents
3 2022/09/28 Problem Solving

4 2022/10/05 Knowledge, Reasoning and Knowledge Representation;
Uncertain Knowledge and Reasoning

5 2022/10/12 Case Study on Artificial Intelligence |
6 2022/10/19 Machine Learning: Supervised and Unsupervised Learning

10



Syllabus \<

National Taipei University

Week Date Subject/Topics

7 2022/10/26 The Theory of Learning and Ensemble Learning
8 2022/11/02 Midterm Project Report

9 2022/11/09 Deep Learning and Reinforcement Learning

10 2022/11/16 Deep Learning for Natural Language Processing
11 2022/11/23 Invited Talk: Al for Information Retrieval

12 2022/11/30 Case Study on Artificial Intelligence Il

11



Syllabus \ <

National Taipei University

Week Date Subject/Topics

13 2022/12/07 Computer Vision and Robotics

14 2022/12/14 Philosophy and Ethics of Al and the Future of Al
15 2022/12/21 Final Project Report |

16 2022/12/28 Final Project Report Il

17 2023/01/04 Self-learning

18 2023/01/11 Self-learning

12



Teaching Methods and Activities =%

* Lecture
 Discussion

 Practicum

13
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Evaluation Methods

* Individual Presentation 30 %
* Group Presentation 30 %

* Case Report 20 %

* Class Participation 10 %

* Assignment 10 %



Required Texts

Stuart Russell and Peter Norvig (2020),

Artificial Intelligence: A Modern Approach,

4th Edition, Pearson.
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https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/
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https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/

Reference Books

e Aurélien Géron (2019), Hands-On Machine Learning with Scikit-
Learn, Keras, and TensorFlow: Concepts, Tools, and Techniques

to Build

Intelligent Systems, 2nd Edition, O’Reilly Media.

e Steven

D'Ascoli (2022), Artificial Intelligence and Deep Learning

with Python: Every Line of Code Explained For Readers New to
Al and New to Python, Independently published.

* Nithin Buduma, Nikhil Buduma, Joe Papa (2022), Fundamentals
of Deep Learning: Desighing Next-Generation Machine
Intelligence Algorithms, 2nd Edition, O'Reilly Media.

16



Stuart Russell and Peter Norvig (2020),
Artificial Intelligence: A Modern Approach,

4th Edition, Pearson

Russell BAFficIal Intelligence
Norvig A Modern Approach

P Fourth Edition

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/
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https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/

Aurélien Géron (2019),

Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:
Concepts, Tools, and Techniques to Build Intelligent Systems,
2nd Edition, O’Reilly Media, 2019

OREILLY %::%
05 ”
Hands-on

Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron

https://github.com/ageron/handson-ml2

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/



https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/
https://github.com/ageron/handson-ml2

Hands-On Machine Learning with
Scikit-Learn, Keras, and TensorFlow

Notebooks

1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification

4.Training Models

5.Support Vector Machines

6.Decision Trees

7.Ensemble Learning and Random Forests
8.Dimensionality Reduction
9.Unsupervised Learning Techniques
10.Artificial Neural Nets with Keras
11.Training Deep Neural Networks

12.Custom Models and Training with TensorFlow

Hands-on Mac}
Learning with
Scikit-Learn, Keras
& TensorFlow

= -l

13.Loading and Preprocessing Data

14.Deep Computer Vision Using Convolutional Neural Networks

15.Processing Sequences Using RNNs and CNNs

16.Natural Language Processing with RNNs and Attention

17.Representation Learning Using Autoencoders

18.Reinforcement Learning

19.Training and Deploying TensorFlow Models at Scale

https://github.com/ageron/handson-ml2

19


https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/01_the_machine_learning_landscape.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/02_end_to_end_machine_learning_project.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/03_classification.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/04_training_linear_models.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/05_support_vector_machines.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/06_decision_trees.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/07_ensemble_learning_and_random_forests.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/08_dimensionality_reduction.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/09_unsupervised_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/10_neural_nets_with_keras.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/11_training_deep_neural_networks.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/12_custom_models_and_training_with_tensorflow.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/13_loading_and_preprocessing_data.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/14_deep_computer_vision_with_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/15_processing_sequences_using_rnns_and_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/16_nlp_with_rnns_and_attention.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/17_autoencoders.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/18_reinforcement_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/19_training_and_deploying_at_scale.ipynb
https://github.com/ageron/handson-ml2

Steven D'Ascoli (2022),

Artificial Intelligence and Deep Learning with Python:

Every Line of Code Explained For Readers New to Al and New to Python,
Independently published.

Artificial Intelligence and

Deep Learning with Python

Every Line of Code Explained
! Kea New to Al and New 1o Pythe

https://www.amazon.com/Artificial-Intelligence-Deep-Learning-Python/dp/BO9QNZBZMN/
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https://www.amazon.com/Artificial-Intelligence-Deep-Learning-Python/dp/B09QNZBZMN/

Nithin Buduma, Nikhil Buduma, Joe Papa (2022),

Fundamentals of Deep Learning:

Designing Next-Generation Machine Intelligence Algorithms,
2nd Edition, O'Reilly Media.

OREILLY’ ‘gx;‘lg)%
Fundamentals of

Deep Learmng

Designing Next-Generation
Machine Intelligence Algorithms

- Nithin Budumag,
Nikhil Buduma & Joe Papa
with contributions by Nicholos Locoscio

https://www.amazon.com/Fundamentals-Deep-Learning-Next-Generation-Intelligence/dp/149208218X/



https://www.amazon.com/Fundamentals-Deep-Learning-Next-Generation-Intelligence/dp/149208218X/

Artificial Intelligence

(Al)



Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
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Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson 23



Artificial Intelligence (A.l.) Timeline

1955 1961 1964 A.l 1997 1998
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The Rise of Al

Al is born Focus on specific intelligence

The Turing Test

* Expert systems & knowledge
* Neural networks conceptualized

L]

» Dartmouth College conference
¢ Information theory-digital signals * Optical character recognition
L]

Symbolic reasoning

Dartmouth conference Edward Feigenbaum

* Speech recognition

Focus on specific problems

Machine learning
Deep learning: pattern analysis & classification
Big data: large databases
Fast processors to crunch data
High-speed networks and connectivity

led by John McCarthy develops the first :
~coins the term ~ Expert System, IBM's Watson Q&A machine wins Jeopardy! ® 2016
“artificial intelligence" : giving rebirth to Al Apple integrates Siri, a personal voice ° b
: . ‘o X phaGo
1956 . 1975 - 1982 % assistant into the iPhone defeats Lee Sedol
2011 ¢ 2014
YouTube recognizes
2000 cats from videos
I i I I I I I I N
1950 1960 1970 1980 1990 2010 2020
(
° :
1964 : i 1997
Eliza, the first chatbot @ IBM's Deep Blue defeats

is developed by Joseph
Weizenbaum at MIT

Limited computer processing power ¢ Real-world problems are complicated
Limited database storage capacity e o Facial recognition, translation
Limited network ability © Combinatorial explosion

Al Winter |

Garry Kasparoy, the world's
reigning chess champion

» Disappointing results: failure to achieve scale
¢ Collapse of dedicated hardware vendors

Al Winter |l

25



Artificial Intelligence in Medicine

1950
Al:::f;:::g 'T“!:fm First Al Winter 2015
Mid 1970%-1980 Pharmabot was
Second Al Winter .
Late 1980's-Early 1990’
1956 1971 2014
John McCarthy colns Research Resource on Computers 1975 Amazon's virtual 2017
the term “Ar" in Biomedicine was founded: Saul The first NIH-sponsored assistant, Alexa is Arterys: FirstFDA
Amarel at Rutgers University AIM Workshop Held released approved cloud-
based DL application
in healthcare
1964 . 1980 2010
First chatbot: Eliza Development of CAD applied to
EMYCIN: expert rule- endoscopy
Based system

Machine leaming Shakey, “first
electronic person®
1976 2017
CASNET was demomstrated at a’ig(:; Chatbot Mandy:
the Acadenmy of | n automated
Uni ]t96l:w frst e we— ""'W‘":'“ of patient intake
mate, DeepQA technology
industrialrobot, joins 973 7986 (Watson)
the assembly line at GM SUMEXAIM was Relme of Oxplain: 2 AR
created decision support Al trials in
L 2011 Gastroenterology
Apple’s virtual assistant,
1972 Sirl, Is integrated into

MYCIN was Phones
developed

Source: Vivek Kaul, Sarah Enslin, and Seth A. Gross (2020), "The history of artificial intelligence in medicine." Gastrointestinal endoscopy..



Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“ .. the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

31



4 Approaches of Al

3.
2. - :
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive
. Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach (1950) ApprOaCh

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson

32



Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
* Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

33
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Artificial Intelligence:
A Modern Approach

. Artificial Intelligence

. Problem Solving

. Knowledge and Reasoning

. Uncertain Knowledge and Reasoning

. Machine Learning

. Communicating, Perceiving, and Acting
. Philosophy and Ethics of Al

34



Artificial Intelligence:
Intelligent Agents

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

35



Artificial Intelligence:
2. Problem Solving
*Solving Problems by Searching
*Search in Complex Environments
* Adversarial Search and Games
*Constraint Satisfaction Problems



Artificial Intelligence:
3. Knowledge and Reasoning
*Logical Agents
*First-Order Logic
*Inference in First-Order Logic
*Knowledge Representation
 Automated Planning



Artificial Intelligence:
4. Uncertain Knowledge and Reasoning

* Quantifying Uncertainty

* Probabilistic Reasoning

* Probabilistic Reasoning over Time
* Probabilistic Programming

* Making Simple Decisions

* Making Complex Decisions

* Multiagent Decision Making

38



Artificial Intelligence:

5. Machine Learning
*Learning from Examples
*Learning Probabilistic Models
*Deep Learning

*Reinforcement Learning



Artificial Intelligence:
6. Communicating, Perceiving, and Acting

*Natural Language Processing

*Deep Learning for Natural Language
Processing

*Computer Vision
*Robotics

40



Artificial Intelligence:

Philosophy and Ethics of Al
The Future of Al

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL
INTELLIGENCE

\flint} HH gence

MACHINE
LEARNING

DEEP
LEARNING

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010’s

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/
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Al, ML, DL

4 Artificial Intelligence (Al) )
4 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
\ GAN )

Semi-supervised l Reinforcement

L Learning Learning )




3 Machine Learning Algorithms

TEMPORAL

DIFFERENCE

RENFORCEMENT LEARNING

Q-LEARNING

K-MEANS

DEEP BELIEF
NETWORKS

CLUSTERING

UNSUPERVISED
LEARNING

PRINCIPAL
COMPONENT
ANALYSIS DIMENSIONALITY

REDUCTION

LINEAR
DISCRIMINANT

ANALYSIS
GENERALIZED

DISCRIMINANT
ANALYSIS

LEARNING

CONVOLUTIONAL
NEURAL NETWORK

REGRESSION

SUPERVISED
LEARNING

RANDOM
FOREST

LINEAR
REGRESSION

CLASSIFICATION NAIVE BAYES

CONDITIONAL
DECISION TREE

K-NEAREST NEIGHBORS

RECURSIVE NEURAL
NETWORK

MACHINE LEARNING
+
DEEP LEARNING

-1
B w

SOCIAL
MEDIA WEB LOGS  SALES

ISCOVERY
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Machine Learning (ML)

Meaningful
Compression

Structure Image

: - Customer Retention
Discovery Classification

Big daca Dimensionality Feature Idenity Fraud

isuali = lassi i Diagnostics
Visualistaion Reduction Elicitation Detection Classification en

Recommender : - Advertising Popularity
Systems Unsupervnsed SUPerV|Sed Prediction
Learning Learning Weather
Forecasting
Clustering . Regression

Machine W=

Marketing oo Foracasting
Prediction

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning
st Skill Acquisition

Learning Tasks

45



Machine Learning (ML) / Deep Learning (DL)

-

Machine
Learning
(ML)

o

Supervised
Learning

L

Unsupervised
Learning

|

1

Reinforcement
Learning

|

Decision Tree
L Classifiers ]

Linear
~ Classifiers

Rule-based
\ Classifiers )

i Probabilistic 1

~ Classifiers

46



Al for Text Analytics

TEXT ANALYTICS
.7.——————— ________:0.
*" | Document Matching Web Content Mining | *.
——===== " =
- l-'ik f’f'!ds 3 /' Informatio Web Structure Mining }
Palnininis =~ “Retrieval nir S

Search Engines |

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Hugging Face

~ Hugging Face v ta ' Models Datasets Spaces Docs & Solutions  Pricing ~= LogIn Sign Up

L)
\__/

The Al community
building the future.

Build, train and deploy state of the art models powered by

the reference open source in machine learning.

() star 58,696

https://huggingface.co/



https://huggingface.co/

The Transformers Timeline

ULMFit BERT RoBERTa XLM-R DeBERTa GPT-Neo

T5
Transformer GPT GPT-2 DistrilBERT GPT-3 GPT-J

%
2017 2018 2019 2020 2021 2022
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT T5
|

BART
|

M2M-100
|

ALBERT BigBird

RoBERTa

ELECTRA

DI ANE]

50



Transformer (Attention is All You Need)

(Vaswani et al., 2017)

Output
Probabilities
Linear
-
Add & Norm 2
Feed
Forward
s N\ Add & Norm
_ .
Add & Norm Multi-Hoad
Feed Attention
Forward 7T 77 Nx
_L
N Add & Norm
("' Add & Norm l Macked
Multi-Head Multi-Head
Attention Attention
AT L T
\ ] J . p—
Positional A Positional
ncoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures for BERT

@ Mask LM Ma% LM \ /ﬁ/@@o Start/End Spa\
[¢])

] LG “ G

... ....... .‘......... BERT

T s,..][ E |.. | & |lEpem]l&]--

A e e T

1 . HEEEE. 6
‘_'_]

D[

e

Ea || E |-

:

N
e J
ToAN

—
(ma])(mr]) .. [Gan])((mem ) (] ..
== =

Masked Sentence A A Masked Sentence B Question -~ Paragraph
k Unlabeled Sentence A and B Pair / \\\\ Question Answer Pair /

Pre-training Fine-Tuning
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Class
Labol

ﬁ]nl~[nbwlwh[m]

BERT
0 I I IS0 e M
N . N U L
()] [ ](em )] (]
l_'_]\_[_!

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

StartEnd Span

BERT

L]l & ) [ [ Emen & ] [&]

Fine-tuning BERT on Different Tasks

BERT

En-ll E| E‘ EN
e .
|

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColA

B-PER

00—
CO&)- =)~ G

- L B Eme o

50 0 e 0 [0 [ S P
l_l_]‘_l_,

Question Paragraph

=3

(c) Question Answering Tasks:
SQuAD v1.1

AT

BERT

| =

?.Eﬁﬁﬁrﬁ *

Single Senbance

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Sentiment Analysis:
Single Sentence Classification

Class
Label

(e = I~ ]

BERT

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805 54



Fine-tuning BERT on
Question Answering (QA)

Start/End Span

[ < :l[ T J [ Tw J[ e J[ R s J

BERT
E[CLSI E1 =T EN E[SEP] E =TT EM'
. = N s  paaaa
(e ]~ [R5 ]
[ | |
I I
Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1
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Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)

Class
Label

= =
(e L = =] - = ]

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA
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Fine-tuning BERT on Dialogue
Slot Filling (SF)

O B-PER

iy

= = = =
[ e ] = ] = |

= B &
[CLS] Tok 1 Tok 2

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Task-Oriented Dialogue (ToD) System
Speech, Text, NLP

“Book me a cab to Russell Square*

- inform(service=taxi, - (7
Speech Language dest=Russell Square) ‘
Recognition Understanding :

speech text senm

. : Third
Dialogue : Party
Management : APls

speech _ text _ seW
Speech Response

Synthesis Generation request(depart_time)

“When do you want to leave?”

58



wav2vec 2.0:
A framework for self-supervised learning of speech representations

Contrastive loss

L
f
Context
repre::nte:tions C , ﬁ 3 * T

Transformer

Masked

Quantized
representations Q

Latent speech Z
representations

raw waveform X




Computer Vision:
Image Classification, Object Detection,
Object Instance Segmentation

Classification Classification Object Instance
+ Localization Detection Segmentation

CAT, DOG, DUCK CAT, DOG, DUCK

N o N 7
Y Y

Single Objects Multiple Objects
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Computer Vision: Object Detection

person, sheep, dog

mw\

() Object Classification a (b) Generic Object Detection |
(Bounding Box)

1-'.;'.
N

sheep® sheep sheep® sheep sheep sheep ¥ sheep sheep ' sheep | sheep)
: .

AR
. B

(€) Semantic Segmentation (d) Object Instance Segmetation

Source: Li Liu, Wanli Ouyang, Xiaogang Wang, Paul Fieguth, Jie Chen, Xinwang Liu, and Matti Pietikdinen. "Deep learning for generic object
detection: A survey." International journal of computer vision 128, no. 2 (2020): 261-318.



YOLOvV7:

Trainable bag-of-freebies sets new state-of-the-art for real-time object detectors

better MS COCO Object Detection

—0

56
55
YOLOvV7 is +120%
54
A
-«
53
=@—YOLOV7 (ours)
- —e—YOLOR
) —e—PPYOLOE
» —e—YOLOX
‘ / Scaled-YOLOvV4
- / ——YOLOV5 (r6.1)

1 13 15 17 19 21 23 2§ 27 29 31 33

5 7 9 1
better« V100 batch 1 inference time (ms)
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- Text
- Speech
- Vision

NLG from a Multilingual,
Multimodal and Multi-task perspective

Multf(Natural Language) Generation

2
3
S
s &
\‘g\\«o - Recognize and transcribe speech (ASR)

- Translate from one language to another (MT)
- Describe, ask or answer questions or converse about

visual objects (Captioning, VQA, Visual Dialogue, ...)

(M)Language
(natural languages and varieties)
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

(]
: 3D R Vocabulary
2 ResNeXt
i L (action .
prediction) - _—
ut
Hierarchical%z_l modal
Attention Decoder
_.—
—
Text
summary+ | _ I Encoder —
Question
(2




Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @&. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

e - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ “~ With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world E

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Tom Lawry (2020),
Al in Health:

A Leader’s Guide to Winning in the New Age of Intelligent Health Systems,
HIMSS Publishing

Copyrgttod Material

IN HEALTH

A LEADER'S GUIDE
TO WINNING IN THE NEW AGE OF
INTELLIGENT HEALTH SYSTEMS

—TOM LAWRY—

HIMSS S,

A PAOOUCTIVITY PRI 5L 800K

Copyrghted Matorial

Source: Tom Lawry (2020), Al in Health: A Leader’s Guide to Winning in the New Age of Intelligent Health Systems, HIMSS Publishing
https://www.amazon.com/Health-HIMSS-Book-Tom-Lawry/dp/0367333716/
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Al in Healthcare

Health services
management

Clinical Al for

decision- Predictive
making HecihCOIS medicine

67



FinBrain: when Finance meets Al 2.0

(Zheng et al.. 2019)

Wealth Smart customer

Risk manaagement ™ Business securit ‘ Blockchain
9 y service

management

oo [ o e e

TR NI et s

Financial
Intelligence
: Combinatorial : : " Face Speech
Algorithms - optimization recognition recognition
and models : :
Machine v Reinforcement Transfer Knowledge
learning P 9 learning learning graph
T
Financial
big data

Business platform (electricity | Government agencies (social security, Eandanatitons

Media websites : i = : : Mgy
! supplier, payment, financial |civil affairs, public security, industry and .
forums ... management ... ) commerce, taxation, court ...) (bank, insurance ...)

Source: Xiao-lin Zheng, Meng-ying Zhu, Qi-bing Li, Chao-chao Chen, and Yan-chao Tan (2019), "Finbrain: When finance meets Al 2.0."
Frontiers of Information Technology & Electronic Engineering 20, no. 7, pp. 914-924
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Technology-driven
Financial Industry Development

Development | Driving Main landscape |Inclusive | Relationship

stage technology finance between
technology
and finance

Fintech 1.0 Computer Credit card, ATM, Low Technology as a

(financial IT) and CRMS tool

Fintech 2.0 Mobile Marketplace Medium Technology-

(Internet finance) Internet lending, third-party driven change

payment,

crowdfunding, and
Internet insurance

Fintech 3.0 Al, Big Data, Intelligent finance High Deep fusion
(financial Cloud
intelligence) Computing,

Blockchain



DALL-E 2

Al system that can create realistic images and art
from a description in natural language

TEXT DESCRIPTION DALL-E 2

An astronaut

riding a horse

in a photorealistic style

?e’ ‘ g
/- R

https://openai.com/dall-e-2/
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Deep learning for
financial applications:

A survey
Applied Soft Computing (2020)



Financial
time series forecasting with
deep learning:
A systematic literature review:
2005-2019
Applied Soft Computing (2020)



Deep learning for financial applications

- 20.0
-17.5
15.0
12.5
10.0
7.5
5.0
2.5
0.0
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Topic-Model Heatmap
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Deep learning for financial applications:
Topic-Feature Heatmap

price data -

technical indicator

index data

market characteristics
fundamental

market microstructure data
sentiment

text

news

company/personal financial data
macroeconomic data

risk measuring features
blockchain/cryptocurrency specific features
human inputs

35

Cll [ IGINIMIEDIIE © © © m © O N~ ©® N O Ul

P NP B ONPFEF O W

N
=

risk assessment -F=RN=JNCINN]

O O NN UL O N O WON O O O

fraud detection

IUIIANEREGEINENIE © © © © VN © W © © N © © N &

=
o

asset pricing and
derivatives market

O 0O o0 O KrHr OFrHr OO W uwvuo-®r

cryptocurrency and

O OO O OO O F P O OO M~ N

blockchain studies

financial sentiment

analysis

financial text mining LN I=I=R«RNN

-35

- 30
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Deep learning for financial applications

Topic-Dataset Heatmap

Stock Data
Index/ETF Data -
Cryptocurrency

35

Forex Data
Commodity Data

Options Data
Transaction Data

News Text

Tweet/microblog

Credit Data
Financial Reports

Consumer Data
Macroeconomic Data
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Financial time series forecasting with deep learning

- 30
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Papers with Code

State-of-the-Art (SOTA)
[l“"] Search for papers, code and tasks )& W Follow 4 Discuss Trends About Log In/Register

Browse State-of-the-Art

122 1509 leaderboards « 1327 tasks « 1347 datasets « 17810 papers with code

Follow on W Twitter for updates

Computer Vision

. ;i'-iii‘- ,
Semantic I Image Object
Segmentation e -2l Classification Detection

Image Pose
Generation Estimation
&2 33 leaderboards &2 52 leaderboards &2 54 leaderboards 112 51leaderboards 122 40 leaderboards
667 papers with code 564 papers with code 467 papers with code 231 papers with code 231 papers with code

» See all 707 tasks

Natural Language Processing

Language == Question Sentiment = Text
Modelling E: ~~~~~ Answering Analysis - Generation

https://paperswithcode.com/sota 7
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4z)1zTuniMqf2RkCrT

2 python10Lipynb - Colaborato: X +

C & https://colab.research.google.com/drive/1FEGEDNGvwiUbeodzJ12TunjMaf 2RkCrT 7authuser= 28scroliToswsh36fLxDKC3 w @ :

co & python101.ipynb B COMMENT 2% SHARE
File Edit View Insert Runtime Tools Help
0 CODE @ TEXT 4 CELL & CEWL v/ CONNECTED ~ Z EDITING A
1 # Future Value
B e
lr=0.1
ine=7

5 fvmpy * ((1 + (X)) ** n)
6 print(round(fv, 2))

G 194.87

[11) | amount = 100
2 interest = 10 #10% = 0.01 * 10
3 years = 7

future_value = amount * ((1 + (0.01 * interest)) ** years)
& print(round(future_value, 2))

C 194.87

[12) 1 # Python Function def
2 def getfv(pwv, r, n):
3 fvspy* ((1+ (X)) ** n)
4 return fv
5 fv = getfv(100, 0.1, 7)
6 primt(round(fv, 2))

O 194.87
[13) I # Python if else
2 score = §0
1 if score >=60
4 print(“Pass”)
5 else:
¢ print(“rail”)
Cc Pass

https://tinyurl.com/aintpupython101
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G Teaching

C B Ty

aaaaaaaaaaa pei University

* Artificial Intelligence
e Spring 2021, Fall 2022

* Artificial Intelligence in Finance and Quantitative
e Fall 2021, Fall 2022

* Software Engineering
 Fall 2020, Fall, 2021, Spring 2022, Spring 2023

Artificial Intelligence for Text Analytics
* Spring 2022

Data Mining
* Spring 2021

Big Data Analytics
* Fall 2020

Foundation of Business Cloud Computing
* Spring 2021, Spring 2022, Spring 2023

https://web.ntpu.edu.tw/~myday/teaching.htm 79
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N\ Research Project

National Taipei University

* Applying Al technology to construct knowledge graphs of cryptocurrency anti-money

laundering: a few-shot learning model
* MOST, 110-2410-H-305-013-MY2, 2021/08/01~2023/07/31

* Deepen Corporate Sustainability: Enhance the Performance of Corporate Sustainability
from Al, Financial, and Strategic Perspectives. Al for Corporate Sustainability Assessment

and Cross Language Corporate Sustainability Reports Generative Mode
* NTPU, 111-NTPU_ORDA-F-001  2022/01/01~2022/12/31

* Artificial intelligence methods applied for analyzing the introduction of technological
innovation: Patent text analysis and image analysis. Artificial Intelligence for FinTech

Knowledge Graph from Patent Textual Analytics
* NTPU, 111-NTPU_ORDA-F-003, 2022/01/01~2022/12/31

e Establishment and Implement of Smart Assistive Technology for Dementia Care and Its
Socio-Economic Impacts. Intelligent, individualized and precise care with smart AT and
system integration

« MOST, 111-2627-M-038-001-, 2022/08/01~2023/07/31

https://web.ntpu.edu.tw/~myday/cindex.htm#projects 80
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Summary &

& 2 F I X B
National Taipei University

* This course introduces the fundamental concepts, research issues, and hands-on practices of
Artificial Intelligence.

* Topics include:

1.

W N

© 0N W

Introduction to Artificial Intelligence
Artificial Intelligence and Intelligent Agents
Problem Solving

Knowledge, Reasoning and Knowledge Representation, Uncertain Knowledge and
Reasoning

Machine Learning: Supervised and Unsupervised Learning
The Theory of Learning and Ensemble Learning

Deep Learning, Reinforcement Learning

Deep Learning for Natural Language Processing

Computer Vision and Robotics

10. Philosophy and Ethics of Al and the Future of Al

11. Case Study on Al
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aws Cloud

educate @ Ambassador

aws academy

Accredited
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aws @
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National Taipei University

Artificial Intelligence

Contact Information

Min-Yuh Day, Ph.D.
Associate Professor

Institute of Information Management, National Taipei University

Tel: 02-86741111 ext. 66873

Office: B8F12

Address: 151, University Rd., San Shia District, New Taipei City, 23741 Taiwan
Email: myday@gm.ntpu.edu.tw

Web: http://web.ntpu.edu.tw/~myday/ %} 0



http://www.mis.ntpu.edu.tw/en/
https://www.ntpu.edu.tw/
http://web.ntpu.edu.tw/~myday/

