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Syllabus
Week    Date    Subject/Topics

1   2022/02/22   Introduction to Artificial Intelligence for Text Analytics

2   2022/03/01   Foundations of Text Analytics: 
Natural Language Processing (NLP)

3   2022/03/08   Python for Natural Language Processing

4   2022/03/15   Natural Language Processing with Transformers

5   2022/03/22   Case Study on Artificial Intelligence for Text Analytics I

6   2022/03/29   Text Classification and Sentiment Analysis
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Syllabus
Week    Date    Subject/Topics

7   2022/04/05   Tomb-Sweeping Day (Holiday, No Classes)

8   2022/04/12   Midterm Project Report

9   2022/04/19   Multilingual Named Entity Recognition (NER), 
Text Similarity and Clustering

10   2022/04/26   Text Summarization and Topic Models 

11   2022/05/03   Text Generation

12   2022/05/10   Case Study on Artificial Intelligence for Text Analytics II
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Syllabus
Week    Date    Subject/Topics

13   2022/05/17   Question Answering and Dialogue Systems

14   2022/05/24   Deep Learning, Transfer Learning, 
Zero-Shot, and Few-Shot Learning for Text Analytics

15   2022/05/31   Final Project Report I

16   2022/06/07   Final Project Report II

17   2022/06/14   Self-learning

18   2022/06/21   Self-learning
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Question Answering 
and 

Dialogue Systems
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Outline
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• Question Answering
• Dialogue Systems
• Task Oriented Dialogue System 
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Question Answering

https://huggingface.co/tasks/question-answering

https://huggingface.co/tasks/text-generation
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Question Answering

https://huggingface.co/tasks/question-answering

https://huggingface.co/tasks/text-generation
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Question Answering

https://tinyurl.com/aintpupython101

!pip install transformers
from transformers import pipeline
qamodel = pipeline("question-answering")
question = "Where do I live?"
context = "My name is Michael and I live in Taipei."
qamodel(question = question, context = context)

{'answer': 'Taipei', 'end': 39, 'score': 0.9730741381645203, 'start': 33}

https://tinyurl.com/aintpupython101
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Question Answering

https://tinyurl.com/aintpupython101

from transformers import pipeline
qamodel = pipeline("question-answering", model ='deepset/roberta-base-squad2')

question = "Where do I live?"
context = "My name is Michael and I live in Taipei."
output = qamodel(question = question, context = context)
print(output['answer’])

Taipei

https://tinyurl.com/aintpupython101
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IMTKU Multi-Turn Dialogue System Evaluation 
at the NTCIR-15 DialEval-1 
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NTCIR-15 Dialogue Evaluation (DialEval-1) Task
Dialogue Quality (DQ) and Nugget Detection (ND)

Chinese Dialogue Quality (S-score) Results (Zeng et al., 2020)

18Source: Zeng, Zhaohao, Sosuke Kato, Tetsuya Sakai, and Inho Kang (2020), “Overview of the NTCIR-15 Dialogue Evaluation (DialEval-1) Task”, Proceedings of 
NTCIR-15, 2020

2020
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Transformer-based 
Models Selection 

BERT

RoBERTa

XLM-RoBERTa

Pre-trained Models Tokenization Tricks 

Discriminative 
Fine-tuning

One-cycle Policy

Fine-tuning Techniques

Optimization

Transfer 
Learning

DialEval-1

FinNum-2

Source: Jiang, Mike Tian-Jian, Shih-Hung Wu, Yi-Kun Chen, Zhao-Xian Gu, Cheng-Jhe Chiang, Yueh-Chia Wu, Yu-Chen Huang, Cheng-Han Chiu, Sheng-Ru Shaw, and Min-Yuh Day (2020).
"Fine-tuning techniques and data augmentation on transformer-based models for conversational texts and noisy user-generated content." In 2020 IEEE/ACM International Conference
on Advances in Social Networks Analysis and Mining (ASONAM), pp. 919-925. IEEE, 2020.



Short Text Conversation Task 
(STC-3)

Chinese Emotional 
Conversation Generation 

(CECG) Subtask
20Source: http://coai.cs.tsinghua.edu.cn/hml/challenge.html

http://coai.cs.tsinghua.edu.cn/hml/challenge.html


NTCIR Short Text Conversation
STC-1, STC-2, STC-3

21Source: https://waseda.app.box.com/v/STC3atNTCIR-14

https://waseda.app.box.com/v/STC3atNTCIR-14


IMTKU System Architecture for NTCIR-13 QALab-3 
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System Architecture of 
Intelligent Dialogue and Question Answering System
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IMTKU Emotional Dialogue 
System Architecture

24

Retrieval-Based 
Model

Generation-
Based Model

Emotion 
Classification

Model

Response
Ranking

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan

431
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The system architecture of 
IMTKU retrieval-based model for NTCIR-14 STC-3

25NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan
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The system architecture of 
IMTKU generation-based model for NTCIR-14 STC-3

26NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan
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The system architecture of 
IMTKU emotion classification model for NTCIR-14 STC-3

27NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan
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3



28NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan

STC3 
Corpus

Chinese 
Segmentation

using
Jieba

Stop 
Words

Removal
Word2Vec 1.2 million data

(300 dimensions)

Vector of 
Corpus

Response Ranking

The system architecture of 
IMTKU Response Ranking for NTCIR-14 STC-3

4



AI Humanoid 
Robo-Advisor
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AI Humanoid Robo-Advisor
for Multi-channel Conversational Commerce

30

AI Portfolio
Asset Allocation

AI Conversation
Dialog System

Multichannel
Platforms

Web
LINE

Facebook
Humanoid 

Robot



System Architecture of 
AI Humanoid Robo-Advisor

31

AI Humanoid 
Robo-advisor 



Conversational Model 
(LINE, FB Messenger)

32



Conversational Robo-Advisor
Multichannel UI/UX 

Robots

33
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Question Answering 
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Question Answering

35Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

When did Marie Curie win her first Nobel Prize?
1903



The Retriever-Reader Architecture for Modern QA Systems

36Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

When did Marie Curie win her first Nobel Prize?
1903



37Source: Mutabazi, Emmanuel, Jianjun Ni, Guangyi Tang, and Weidong Cao (2021) "A review on medical textual question answering systems based on deep learning approaches." Applied Sciences 11, no. 12 (2021): 5456.

Question Answering System 
(QAS)



38
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on 
Question Answering (QA)



The span classification head for QA tasks

39Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.



Multiple question-context pairs

40Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.



Dense Passage Retrieval (DPR)

41Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.



Going Beyond Extractive QA
Retrieval-Augmented Generation (RAG)

42Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

The RAG architecture for fine-tuning a retriever and generator end-to-end



The QA Hierarchy of Needs

43Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.



Transformer (Attention is All You Need) 
(Vaswani et al., 2017)

44Source: Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin. 
"Attention is all you need." In Advances in neural information processing systems, pp. 5998-6008. 2017.



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

45
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)
Overall pre-training and fine-tuning procedures for BERT



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

46
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation



Transformer Models

47Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

Encoder Decoder
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Transformer
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T5
Text-to-Text Transfer Transformer

Source: JColin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi Zhou, Wei Li, and Peter J. Liu (2019). "Exploring the limits of transfer learning with a unified text-to-text transformer." arXiv preprint arXiv:1910.10683 (2019).



49
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Different Tasks



50
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on 
Question Answering (QA)



51
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)



52
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Slot Filling (SF)



Question Answering

(QA)
SQuAD

Stanford Question Answering Dataset

53



SQuAD

54https://rajpurkar.github.io/SQuAD-explorer/

https://rajpurkar.github.io/SQuAD-explorer/


SQuAD

55
Source: Rajpurkar, Pranav, Jian Zhang, Konstantin Lopyrev, and Percy Liang. 

"Squad: 100,000+ questions for machine comprehension of text." arXiv preprint arXiv:1606.05250 (2016).



56https://en.wikipedia.org/wiki/Precipitation

SQuAD (Question Answering)
Q: What causes precipitation to fall?

https://en.wikipedia.org/wiki/Precipitation


In meteorology, precipitation is any product of the 
condensation of atmospheric water vapor that falls under 
gravity. The main forms of precipitation include drizzle, 
rain, sleet, snow, graupel and hail... Precipitation forms as 
smaller droplets coalesce via collision with other rain 
drops or ice crystals within a cloud. Short, intense periods 
of rain in scattered locations are called “showers”.

57

SQuAD (Question Answering)

Q: What causes precipitation to fall?

Paragraph



SQuAD (Question Answering)
In meteorology, precipitation is any product of the 
condensation of atmospheric water vapor that falls under 
gravity. The main forms of precipitation include drizzle, 
rain, sleet, snow, graupel and hail... Precipitation forms as 
smaller droplets coalesce via collision with other rain 
drops or ice crystals within a cloud. Short, intense periods 
of rain in scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity

58



SQuAD (Question Answering)
In meteorology, precipitation is any product of the 
condensation of atmospheric water vapor that falls under 
gravity. The main forms of precipitation include drizzle, 
rain, sleet, snow, graupel and hail... Precipitation forms as 
smaller droplets coalesce via collision with other rain 
drops or ice crystals within a cloud. Short, intense periods 
of rain in scattered locations are called “showers”.

Q: What is another main form of precipitation besides 
drizzle, rain, snow, sleet and hail? 
A: graupel

59



SQuAD (Question Answering)
In meteorology, precipitation is any product of the 
condensation of atmospheric water vapor that falls under 
gravity. The main forms of precipitation include drizzle, 
rain, sleet, snow, graupel and hail... Precipitation forms as 
smaller droplets coalesce via collision with other rain 
drops or ice crystals within a cloud. Short, intense periods 
of rain in scattered locations are called “showers”.

Q: Where do water droplets collide with ice crystals to 
form precipitation?
A: within a cloud

60



In meteorology, precipitation is any product of the condensation of atmospheric 
water vapor that falls under gravity. The main forms of precipitation include 
drizzle, rain, sleet, snow, graupel and hail... Precipitation forms as smaller 
droplets coalesce via collision with other rain drops or ice crystals within a 
cloud. Short, intense periods of rain in scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity

Q: What is another main form of precipitation besides drizzle, rain, snow, sleet 
and hail? 

A: graupel

Q: Where do water droplets collide with ice crystals to form precipitation?

A: within a cloud

61

SQuAD (Question Answering)
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Question Answering

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101


63

Question Answering

https://tinyurl.com/aintpupython101

from transformers import pipeline
qamodel = pipeline("question-answering", model ='deepset/roberta-base-squad2')

question = "What causes precipitation to fall?"
context = """In meteorology, precipitation is any product of 
the condensation of atmospheric water vapor that falls under 
gravity. The main forms of precipitation include drizzle, 
rain, sleet, snow, graupel and hail... Precipitation forms as 
smaller droplets coalesce via collision with other rain drops 
or ice crystals within a cloud. Short, intense periods of 
rain in scattered locations are called "showers"."""
output = qamodel(question = question, context = context)
print(output['answer'])

gravity

https://tinyurl.com/aintpupython101


Question Answering on SQuAD2.0
SQuAD 2.0 benchmark (Papers with Code)

64Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

https://paperswithcode.com/sota/question-answering-on-squad20

https://paperswithcode.com/sota/question-answering-on-squad20
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Neural Image Captioning (NIC) 
image-to-text description generation

Source: Erkut Erdem, Menekse Kuyu, Semih Yagcioglu, Anette Frank, Letitia Parcalabescu, Barbara Plank, Andrii Babii et al (2022). "Neural Natural Language Generation: A Survey on Multilinguality, Multimodality, 
Controllability and Learning." Journal of Artificial Intelligence Research 73 (2022): 1131-1207.
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Visual Question Answering
Neural caption generation is employed to aid answer prediction

Source: Erkut Erdem, Menekse Kuyu, Semih Yagcioglu, Anette Frank, Letitia Parcalabescu, Barbara Plank, Andrii Babii et al (2022). "Neural Natural Language Generation: A Survey on Multilinguality, Multimodality, 
Controllability and Learning." Journal of Artificial Intelligence Research 73 (2022): 1131-1207.



Dialogue 
Systems
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Conversational 
Commerce

68



Chatbot
Dialogue System
Intelligent Agent

69



Dialogue Subtasks

70

Dialogue 
Generation

Task-Oriented 
Dialogue 
Systems

Source: https://paperswithcode.com/area/natural-language-processing/dialogue

Short-Text 
Conversation

https://paperswithcode.com/area/natural-language-processing/dialogue


Chatbots: Evolution of UI/UX 

71Source: https://bbvaopen4u.com/en/actualidad/want-know-how-build-conversational-chatbot-here-are-some-tools



From 
E-Commerce 

to 
Conversational Commerce: 

Chatbots 
and 

Virtual Assistants
72Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/



Conversational Commerce: 
eBay AI Chatbots

73Source: https://www.forbes.com/sites/rachelarthur/2017/07/19/conversational-commerce-ebay-ai-chatbot/



Hotel Chatbot

74Source: https://sdtimes.com/amazon/guest-view-capitalize-amazon-lex-available-general-public/

Intent 
Detection

Slot Filling



75
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)
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Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Slot Filling (SF)



77Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

H&M’s Chatbot on Kik



78Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

Uber’s Chatbot on Facebook’s Messenger

Uber’s chatbot on Facebook’s messenger 
- one main benefit: it loads much faster than the Uber app



Chatbot

79Source: https://www.mdsdecoded.com/blog/the-rise-of-chatbots/



Dialogue System

80
Source: Serban, I. V., Lowe, R., Charlin, L., & Pineau, J. (2015). A survey of available corpora for building data-driven dialogue systems. arXiv preprint 
arXiv:1512.05742.



Overall Architecture of 
Intelligent Chatbot

81Source: Borah, Bhriguraj, Dhrubajyoti Pathak, Priyankoo Sarmah, Bidisha Som, and Sukumar Nandi. "Survey of Textbased Chatbot in Perspective of Recent Technologies." In International 
Conference on Computational Intelligence, Communications, and Business Analytics, pp. 84-96. Springer, Singapore, 2018.



Can 
machines 

think?
(Alan Turing ,1950)

82
Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 

PhD diss., University of Pennsylvania, 2017.



Chatbot
“online human-computer

dialog system
with 

natural language.”
83

Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 
PhD diss., University of Pennsylvania, 2017.



Chatbot Conversation Framework

84Source: https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c



Chatbots
Bot Maturity Model

85Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Customers want to have simpler means to interact with businesses and 
get faster response to a question or complaint.



Bot Life Cycle 
and Platform

Ecosystem
86



The Bot Lifecycle

87Source: https://chatbotsmagazine.com/the-bot-lifecycle-1ff357430db7



88Source: https://www.oreilly.com/ideas/infographic-the-bot-platform-ecosystem



89Source: https://www.oreilly.com/ideas/infographic-the-bot-platform-ecosystem



How to Build Chatbots

90Source: Igor Bobriakov (2018), https://activewizards.com/blog/a-comparative-analysis-of-chatbots-apis/



Chatbot Frameworks 
and AI Services

• Bot Frameworks 
• Botkit
• Microsoft Bot Framework
• Rasa NLU

• AI Services
• Wit.ai
• api.ai
• LUIS.ai
• IBM Watson

91Source: Igor Bobriakov (2018), https://activewizards.com/blog/a-comparative-analysis-of-chatbots-apis/



Chatbot Frameworks

92Source: Igor Bobriakov (2018), https://activewizards.com/blog/a-comparative-analysis-of-chatbots-apis/



93Source: Igor Bobriakov (2018), https://activewizards.com/blog/a-comparative-analysis-of-chatbots-apis/



Task-Oriented 
Dialogue 
System

94



95
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.

Task-Oriented Dialogue System
(Deriu et al., 2021)



96
Source: Zhang, Zheng, Ryuichi Takanobu, Qi Zhu, Minlie Huang, and Xiaoyan Zhu (2020). 

"Recent advances and challenges in task-oriented dialog systems." Science China Technological Sciences (2020): 1-17.

Task-Oriented Dialogue Systems
(Zhang et al., 2020)



Dialog State Tracker (DST)

97
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Dialogue Acts 
(Young et al., 2010)

98
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Sample Dialogue Acts

99
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Dialogue 
on

Airline Travel 
Information System 

(ATIS)  
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The ATIS 
(Airline Travel Information System) 

Dataset

101Source: Haihong, E., Peiqing Niu, Zhongfu Chen, and Meina Song. "A novel bi-directional interrelated model for joint intent detection and slot filling." In Proceedings of the 57th Annual Meeting of 
the Association for Computational Linguistics, pp. 5467-5471. 2019.

Training samples: 4978
Testing samples:  893
Vocab size:  943
Slot count:  129
Intent count:   26

https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk

https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk


Intent Detection on ATIS
State-of-the-art

102Source: https://paperswithcode.com/sota/intent-detection-on-atis

https://paperswithcode.com/sota/intent-detection-on-atis


Slot Filling on ATIS
State-of-the-art

103Source: https://paperswithcode.com/sota/slot-filling-on-atis

https://paperswithcode.com/sota/slot-filling-on-atis


SF-ID Network (E et al., 2019)

Slot Filling (SF) 
Intent Detection (ID)

104Source: Haihong, E., Peiqing Niu, Zhongfu Chen, and Meina Song. "A novel bi-directional interrelated model for joint intent detection and slot filling." In Proceedings of the 57th Annual Meeting of 
the Association for Computational Linguistics, pp. 5467-5471. 2019.

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling



PARAdigm for Dialog System Evaluation
PARADISE Framework (Walker et al. 1997)

105
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Interaction Quality procedure 
(Schmitt and Ultes, 2015)

106
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Datasets for 
task-oriented dialogue systems

107
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). "Survey on evaluation 

methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Restaurants Dialogue Datasets

•MIT Restaurant Corpus
• https://groups.csail.mit.edu/sls/downloads/restaurant/

• CamRest676 
(Cambridge restaurant dialogue domain 
dataset)
• https://www.repository.cam.ac.uk/handle/1810/260970

• DSTC2 (Dialog State Tracking Challenge 2 & 3)
• http://camdial.org/~mh521/dstc/

108

https://groups.csail.mit.edu/sls/downloads/restaurant/
https://www.repository.cam.ac.uk/handle/1810/260970
http://camdial.org/~mh521/dstc/


CrossWOZ: 
A Large-Scale Chinese Cross-Domain 

Task-Oriented Dialogue Dataset

109
Source: Zhu, Qi, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang. "Crosswoz: A large-scale chinese cross-

domain task-oriented dialogue dataset." arXiv preprint arXiv:2002.11893 (2020).



110
Source: Zhu, Qi, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang. "Crosswoz: A large-scale chinese cross-

domain task-oriented dialogue dataset." arXiv preprint arXiv:2002.11893 (2020).

CrossWOZ: 
A Large-Scale Chinese Cross-Domain 

Task-Oriented Dialogue Dataset



111
Source: Zhu, Qi, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang. "Crosswoz: A large-scale chinese cross-

domain task-oriented dialogue dataset." arXiv preprint arXiv:2002.11893 (2020).

Task-Oriented Dialogue



112

An example dialog from the test set for MultiWOZ
(en→zh) sub-task
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Hugging Face Tasks
Natural Language Processing

https://huggingface.co/tasks

https://huggingface.co/


NLP with Transformers Github

114https://github.com/nlp-with-transformers/notebooks

https://github.com/nlp-with-transformers/notebooks


NLP with Transformers Github Notebooks

115https://github.com/nlp-with-transformers/notebooks

https://github.com/nlp-with-transformers/notebooks
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

NLP with Transformers

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101


117

Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Text Classification

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Named Entity Recognition (NER)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Text Summarization

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Text Generation

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Question Answering and Dialogue Systems

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Question Answering

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Question Answering and 
Dialogue Systems

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Dialogue Systems

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Question Answering

https://tinyurl.com/aintpupython101

!pip install transformers
from transformers import pipeline
qamodel = pipeline("question-answering")
question = "Where do I live?"
context = "My name is Michael and I live in Taipei."
qamodel(question = question, context = context)

{'answer': 'Taipei', 'end': 39, 'score': 0.9730741381645203, 'start': 33}

https://tinyurl.com/aintpupython101
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Question Answering

https://tinyurl.com/aintpupython101

from transformers import pipeline
qamodel = pipeline("question-answering", model ='deepset/roberta-base-squad2')

question = "Where do I live?"
context = "My name is Michael and I live in Taipei."
output = qamodel(question = question, context = context)
print(output['answer’])

Taipei

https://tinyurl.com/aintpupython101
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Question Answering

https://tinyurl.com/aintpupython101

from transformers import pipeline
qamodel = pipeline("question-answering", model ='deepset/roberta-base-squad2')

question = "What causes precipitation to fall?"
context = """In meteorology, precipitation is any product of 
the condensation of atmospheric water vapor that falls under 
gravity. The main forms of precipitation include drizzle, 
rain, sleet, snow, graupel and hail... Precipitation forms as 
smaller droplets coalesce via collision with other rain drops 
or ice crystals within a cloud. Short, intense periods of 
rain in scattered locations are called "showers"."""
output = qamodel(question = question, context = context)
print(output['answer'])

gravity

https://tinyurl.com/aintpupython101


Summary
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• Question Answering
• Dialogue Systems
• Task Oriented Dialogue System 
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