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1 2021/02/23 & kHE# N4 (Introduction to data mining)
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(ABC: Al, Big Data, Cloud Computing)
3 2021/03/09 Python & kHE ) a4 H e
(Foundations of Data Mining in Python)
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(Data Science and Data Mining:
Discovering, Analyzing, Visualizing and Presenting Data)

5 2021/03/23 JEE B2 E : BW 04T - B E o
(Unsupervised Learning: Association Analysis,
Market Basket Analysis)

6 2021/03/30 FHFHRIHNE ZH 5 |
(Case Study on Data Mining I)
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(Unsupervised Learning: Cluster Analysis, Market Segmentation)

9 2021/04/20 #p + K% (Midterm Project Report)
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(Machine Learning and Deep Learning)
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Outline

e Recurrent Neural Networks
(RNN)

—Long Short Term Memory (LSTM)
—Gated Recurrent Unit (GRU)

* Deep Learning (RNN) for
Time Series Prediction

* Deep Learning (RNN) for
Text Analytics (NLP)



Recurrent Neural Networks (RNN)
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Recurrent Neural Networks (RNN)

Time Series Forecasting
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Recurrent Neural Networks (RNN)
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Recurrent Neural Networks (RNN)
Sentiment Analysis
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Recurrent Neural Networks (RNN)
Sentiment Analysis
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Recurrent Neural Network (RNN)
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RNN long-term dependencies
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Vanishing Gradient
Exploding Gradient

Error
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Source: https://medium.com/deep-math-machine-learning-ai/chapter-10-1-deepnlp-lstm-long-short-term-memory-networks-with-math-21477f8e4235 15



Recurrent Neural Networks (RNN)
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Input

RNN
Vanishing Gradient problem

Exploding Gradient problem
Error

W

V V ‘
W W
: g g
if |W| <1 (Vanishing)
if |W| > 1 (Exploding)
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output

hidden

Input

RNN
Vanishing Gradient problem

Error
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W = 0.9 <1 (Vanishing)
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Exploding Gradient problem

Error
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RNN LSTM
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Long Short Term Memory
(LSTM)
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Long Short Term Memory

®
T

~

Neural Network
Layer

p
> —®

Illlm%hl o] \ I
"’TZTI 1 _J

forget input output

()
T

gate

(LSTM)

gate gate

| )

|
®

O—>>->—<

Pointwise Vector

Operation

Transfer

Concatenate

Copy

22



Gated Recurrent Unit

(GRU)
h
(D
O 9) tanh




Gated Recurrent Unit

(GRU)
reset update hy
gate gate
(X &
% 't Zt: ! ilt
(0) (9) tanh
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Inputs: outputs:
Input vector Memory from
current block
Memory from Output of
previous block current block
Output of
previous block

Nonlinearities: Vector operations:
@ Sigmoid

Hyperbolic +

tangent £

Bias: o

Element-wise
multiplication

Element-wise
Summation /
Concatenation

Source: Shi Yan (2016), Understanding LSTM and its diagrams, https://medium.com/mlireview/understanding-lstm-and-its-diagrams-37e2f46f1714
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LSTM vs GRU
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LSTM

i, fand o are the input, forget and output

gates, respectively.
c and ¢~ denote the memory cell and the

new memory cell content.

)
A

4@_’/» — IN
r
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GRU

r and z are the reset and update gates,
and h and h™ are the activation and the

candidate activation.
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Long Short Term Memory

(LSTM)
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Long Short Term Memory

(LSTM)
forget input output h
gate gate gate ! T
L% © 3
Ctanh>
i I ~ O¢ (X
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O o) tanh o) h
h; !
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LSTM
Memory state (C)



LSTM
forget gate (f)

ft =0 (Wg-[he—1,2¢] + by)



LSTM
input gate (i)

it =0 (Wi lhe—1, 2] + ;)
ét :tanh(WC'[ht_l,ZEt] + bc)
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LSTM

Memory state (C)
s 2 C't

ftT ZT-%§ Cy = fe *xCp_1 + 1 * C,



LSTM

output gate (o)
Eanh> or =0 (Wy [hi—1,2¢] + bo)
Q)

hy = o4 * tanh (C})
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LSTM
forget (f), input (i), output (o) gates

h: A
Ci_s Y
. A | oo fo =0 (W [Comr,he—1, 2] + by)
f/T ”F’(‘% 5 it = 0 (Wi [Con,hi1, 3] + bi)
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Gated Recurrent Unit
(GRU)
update (z), reset (r) gates

it = O (Wz ' [ht—laxt])
re =0 (Wr ' [ht—laxt])
he = tanh (W - [ry * hy_1, z4])

ht:(l—zt)*ht_l—l—zt*ﬁt




Long Short Term Memory (LSTM)
for Time Series Forecasting
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Deep Learning

for

Time Series
Prediction




Deep Learning
for
Time Series Prediction
Financial Market Prediction
Stock Market Prediction
Stock Price Prediction



Time Series Data
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Long Short Term Memory (LSTM)
for Time Series Forecasting
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Deep Learning

for

Text Analytics
(NLP)




LSTM Recurrent Neural Network

one to one one to many many to one many to many many to many

Traditional Music Sentiment Name Machine
Neural Generation Classification Entity Translation
Network Recognition
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The Sequence to Sequence model
(seq2seq)

ENCODER Reply

Yes, what's __ up? <END>

%ﬁ'

(B

I Y G ] Y ¢ I Y ¢ I

Are you free tomorrow?

<START>

Incoming Email DECODER

Source: http://suriyadeepan.github.io/2016-12-31-practical-seq2seq/
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Sequence to Sequence
(Seq2Seq)

l

Encoder —_—

F_E
q
|
q_&
q
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Decoder do _ ds —_— dz — ds

l l l l
Knowledge IS power )

Source: https://google.github.io/seq2seq/
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NLP

Documents

Classical NLP

Pre processing

Modeling

Feature Modeling Inference
Extraction (EN) (English) (English)

Feature Modeling Inference
Extraction (ES) (Spanish) (Spanish)
Modeling Inference

(Arabic) (Arabic)

Documents

Dense Embeddings

obtained via word2vec,
doc2vec, GloVe, etc.

Hidden Layers

Output Units

AYLIEN
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Modern NLP Pipeline

Pre-processing

r—  — — — — — — /7 7 1

e e e s e ’ p[e.pfocessed

Documents Documents

Task / Output

i dity

l Classification

Bag-of-Words
&
Vectorization

Word Embeddings

l Sentiment Analysis

— Entity Extraction

l Topic Modeling

Pre-processed e
Documents I
I Similarity
= ===
(i Al
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Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf
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Documents

Modern NLP Pipeline

Modeling

Modeling

Task / Output

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

 Sentiment Analysis

Entity Extraction

Topic Modeling
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Documents

Deep Learning NLP

Pre-generated Lookup
OR
Generated in 1st level
of NeuralNet

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

Task / Output

Sentiment Analysis

Entity Extraction

Topic Modeling
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Transformer (Attention is All You Need)
(Vaswani et al., 2017)
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BERT:
Pre-training of Deep
Bidirectional Transformers for
Language Understanding

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google Al Language
{jacobdevlin, mingweichang, kentonl, kristout}@google.com

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805
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BERT

Bidirectional Encoder Representations from Transformers

BERT (Ours) OpenAl GPT

Pre-training model architectures

BERT uses a bidirectional Transformer.

OpenAl GPT uses a left-to-right Transformer.

ELMo uses the concatenation of independently trained left-to-right and right- to-left
LSTM to generate features for downstream tasks.

Among three, only BERT representations are jointly conditioned on both left and right

context in all layers.
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures

for BERT
ﬁ: Ma; LM Ma% LM \ ﬁ/@@AD Start/End Spax

(G- Gl () LG o)) (Gl

- T >t
BERT - R AL (A SR

l_sgll & | B ][ Een [ ] [&] EE L [ B [ & ] [E]

5. (55 0= .. 5) - o E .. &
Masked Sentence A Masked Sentence B

Question Paragraph
. 2 . 2
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training

Fine-Tuning
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation

Vs / D 4 B 4 N V4 D 4 N 7’ /-
Input [CLS] W my dog is [cute ] [SEP] he [ likes ]( play ] ##ing ] [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay E~ #ing E[SEP]
-+ -+ -+ + + -+ " o -+ -+ + +
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ -+ + + b o + + + + + +
Position
Embeddings Eo El E2 E3 E4 ES E6 E7 E8 E9 Elo

The input embeddings is the sum of the token embeddings, the segmentation

embeddings and the position embeddings.

54



Class

Label

—~

)] o)) ()
BERT

ale ] GlEmlE]- [

——r

JJL S I S I S

G—

Sentence 1
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(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG
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Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1

Fine-tuning BERT on Different Tasks

Class
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BERT

E
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/I_I\ | LI
[CLS] Tok 1 Tok 2
l
l

Single Sentence

E,

(b) Single Sentence Classification Tasks:

SST-2, CoLA
(0] B-PER (0]
* & <
BERT
E[cu.5| E, E, Ey

1 I 1

B I

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Fine-tuning BERT on
Question Answering (QA)

Start/End Span

EER EEEmMES

BERT
Eicis E, T E. E[SEP] E E.
. = N s  paaaa
= P - = [
[ | |
I I
Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1
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Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)

Class
Label

5 &
(e L~ =] - [~ ]

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA
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Fine-tuning BERT on Dialogue
Slot Filling (SF)

[CLS] Tok 1 Tok 2

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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General Language Understanding Evaluation
(GLUE) benchmark

GLUE Test results

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 810 860 61.7| 74.0
BiILSTM+ELMo+Attn 76.4/76.1 648 799 904 360 733 849 568 71.0
OpenAl GPT 82.1/81.4 703 88.1 913 454 800 823 56.0| 75.2
BERTgAsE 84.6/83.4 712 90.1 935 521 858 889 664| 79.6
BERT | ARGE 86.7/85.9 72.1 91.1 949 605 865 893 70.1| 819

MNLI: Multi-Genre Natural Language Inference
QQP: Quora Question Pairs

QNLI: Question Natural Language Inference
SST-2: The Stanford Sentiment Treebank

CoLA: The Corpus of Linguistic Acceptability
STS-B:The Semantic Textual Similarity Benchmark
MRPC: Microsoft Research Paraphrase Corpus
RTE: Recognizing Textual Entailment

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805 59



Pre-trained Language Model (PLM)

Semi-supervised Sequence Learning

context2Vec
‘ Pre-trained seq2seq
——
ULMFiT ELMo
GPT
Multiiingual Transformer Bidirectional LM
Larger model

MultiFiT More data

Cross-lingual Defense

» Grover

UDify T DNN

MASS Permutation LM
Knowledge |distillation UniLM R e )
VideoBERT
CBT
MEDNNen ViLBERT .
ERNIE VisualBERT - (Baidu)
(Tsinghua) B2T2 BLIERIET
SpanBERT XLNet o Unicoder-VL -Hm
RoBERTa Neural |entity linker LXMERT
VL-BERT
KnowBert UNITER By Xiozhi Wang & Zhengyan Zhang @THUNLP

https://github.com/thunlp/PLMpapers 60
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Turing Natural Language Generation
(T-NLG)

T-NLG g
17b =
MegatronLM
8.3b
&
GPT-2
1.5b
BERT-Large RoBERTa
340m _ em - 355M bisHIBERT
& . s " o
IA.lZ Openat RT.Lorge = 0\». -‘ 66m
2018 2019 | 2020

https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-lanquage-model-by-microsoft/
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¥ Transformers Transformers

State-of-the-art Natural Language Processing
for TensorFlow 2.0 and PyTorch

e Transformers
— pytorch-transformers

— pytorch-pretrained-bert
* provides state-of-the-art general-purpose architectures

— (BERT, GPT-2, RoBERTa, XLM, DistilBert, XLNet, CTRL...)

— for Natural Language Understanding (NLU) and
Natural Language Generation (NLG)
with over 32+ pretrained models

in 100+ languages

and deep interoperability between
TensorFlow 2.0 and

PyTorch.

https://github.com/huggingface/transformers
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Question Answering

(QA)
SQUAD

Stanford Question Answering Dataset




SQuUAD

SQUADZ2.0

Home Explore 2.0

The Stanford Question Answering Dataset

What is SQUAD?

Stanford Question Answering Dataset (SQUAD) is a
reading comprehension dataset, consisting of questions
posed by crowdworkers on a set of Wikipedia articles,
where the answer to every question is a segment of text,
or span, from the corresponding reading passage, or the
question might be unanswerable.

SQuAD2.0 combines the 100,000 questions in SQUAD1.1
with over 50,000 unanswerable questions written
adversarially by crowdworkers to look similar to
answerable ones. To do well on SQUAD2.0, systems must
not only answer questions when possible, but also
determine when no answer is supported by the paragraph
and abstain from answering.

Leaderboard

Explore 1.1

SQUADZ2.0 tests the ability of a system to not only answer reading comprehension
guestions, but also abstain when presented with a question that cannot be answered

based on the provided paragraph.
Rank Model EM

Human Performance 86.831
Stanford University
(Rajpurkar & Jia et al. '18)

9! SA-Net on Albert (ensemble) 90.724
QUANXIN

) SA-Net-V2 (ensemble) 90.679
QUANXIN

) Retro-Reader (ensemble) 90.578

https://rajpurkar.github.io/SQuAD-explorer/

F1

89.452

93.011

92.948

92.978
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SQuUAD

SQuAD: 100,000+ Questions for Machine Comprehension of Text

Pranav Rajpurkar and Jian Zhang and Konstantin Lopyrev and Percy Liang
{pranavsr, zjian, klopyrev,pliang}@cs.stanford.edu
Computer Science Department
Stanford University

Abstract

We present the Stanford Question Answer-
ing Dataset (SQuAD), a new reading compre-
hension dataset consisting of 100,000+ ques-
tions posed by crowdworkers on a set of
Wikipedia articles, where the answer to each
question is a segment of text from the cor-
responding reading passage. We analyze the
dataset to understand the types of reason-
ing required to answer the questions, lean-
ing heavily on dependency and constituency
trees. We build a strong logistic regression
model, which achieves an F1 score of 51.0%,
a significant improvement over a simple base-
line (20%). However, human performance
(86.8%) is much higher, indicating that the
dataset presents a good challenge problem for
future research. The dataset is freely available
at https://stanford-qa.com.

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called “showers”.

What causes precipitation to fall?
gravity

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?
graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud

Figure 1: Question-answer pairs for a sample passage in the
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SQuUAD (Question Answering)
Q: What causes precipitation to fall?

Precipitation

From Wikipedia, the free encyclopedia

For other uses, see Precipitation (disambiguation).

In meteorology, precipitation is any product of the condensation of atmospheric water
vapor that falls under gravity from clouds.!?! The main forms of precipitation include drizzle,
rain, sleet, snow, ice pellets, graupel and hail. Precipitation occurs when a portion of the
atmosphere becomes saturated with water vapor (reaching 100% relative humidity), so that
the water condenses and "precipitates". Thus, fog and mist are not precipitation but
suspensions, because the water vapor does not condense sufficiently to precipitate. Two
processes, possibly acting together, can lead to air becoming saturated: cooling the air or
adding water vapor to the air. Precipitation forms as smaller droplets coalesce via collision
with other rain drops or ice crystals within a cloud. Short, intense periods of rain in scattered

locations are called "showers."[°]

https://en.wikipedia.org/wiki/Precipitation 66
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What causes precipitation to fall?
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What is another main form of precipitation besides
drizzle, rain, snow, sleet and hail?

A: graupel
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: Where do water droplets collide with ice crystals to form
precipitation?
A: within a cloud
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the condensation of
atmospheric water vapor that falls under gravity. The main forms of
precipitation include drizzle, rain, sleet, snow, graupel and hail...
Precipitation forms as smaller droplets coalesce via collision with other
rain drops or ice crystals within a cloud. Short, intense periods of rain in

scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity

Q: What is another main form of precipitation besides drizzle, rain, snow,
sleet and hail?

A: graupel

Q: Where do water droplets collide with ice crystals to form precipitation?

A: within a cloud
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Natural Language Processing with Python
— Analyzing Text with the Natural Language Toolkit

< 2> C ©® www.nltk.org/book/

This version of the NLTK book is updated for Python 3 and NLTK 3. The first edition of the book, published by O'Reilly, is available at
http://nltk.org/book led/.(There are currently no plans for a second edition of the book.)

Natural Language Processing with Python

— Analyzing Text with the Natural Language Toolkit

Steven Bird, Ewan Klein, and Edward Loper

0. Preface
1. Language Processing and Python
2. Accessing Text Corpora and Lexical Resources
3. Processing Raw Text
4. Writing Structured Programs
5. Categorizing and Tagging Words (minor fixes still required)
6. Learning to Classify Text
7. Extracting Information from Text
8. Analyzing Sentence Structure
9. Building Feature Based Grammars
10. Analyzing the Meaning of Sentences (minor fixes still required)
11. Managing Linguistic Data (minor fixes still required)
12. Afterword: Facing the Language Challenge
Bibliography
Term Index
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Fastest in the world

spaCy excels at large-scale information
extraction tasks. It's written from the
ground up in carefully memory-managed
Cython. Independent research has
confirmed that spaCy is the fastest in the
world. If your application needs to
process entire web dumps, spaCy is the
library you want to be using.

spaCy

Get things done

spaCy is designed to help you do real
work — to build real products, or gather
real insights. The library respects your
time, and tries to avoid wasting it. It's
easy to install, and its APl is simple and
productive. | like to think of spaCy as the
Ruby on Rails of Natural Language
Processing.

https://spacy.io/

HOME USAGE APl DEMOS BLOG )

Industrial-Strength
Natural Language
Processing

in Python

Deep learning

spaCy is the best way to prepare text for
deep learning. It interoperates
seamlessly with TensorFlow, Keras,
Scikit-Learn, Gensim and the rest of

Python's awesome Al ecosystem. spaCy
helps you connect the statistical models
trained by these libraries to the rest of
your application.
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gensim

i
=)

. . Direct install with:
Gopic modelling for humans U easy_install -U gensim
Home Tutorials Install Support API About

from gensim import corpora, models, similarities GenSim iS a FREE PYthon Iibrary

# Load corpus iterator from a Matrix Market file on disk.
corpus = corpora.MmCorpus('/path/to/corpus.mm') o Scalable statistical semantics

# Initialize Latent Semantic Indexing with 2060 dimensions.
1si = models.LsiModel(corpus, num_topics=200) O Analyze plain-text documents for semantic structure
# Convert another corpus to the Latent space and index it.
index = similarities.MatrixSimilarity(1lsi[another_corpus])

o Retrieve semantically similar documents

# Compute similarity of a query vs. indexed documents
sims = index[query]

https://radimrehurek.com/gensim/ 74
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TextBlob

C)star 3,777

TextBlob is a Python (2 and 3)
library for processing textual
data. It provides a consistent
API for diving into common
natural language processing
(NLP) tasks such as part-of-
speech tagging, noun phrase
extraction, sentiment analysis,
and more.

Useful Links

TextBlob @ GitHub
Issue Tracker

Stay Informed

) Follow @sloria

Donate

If you find TextBlob useful,

TextBlob

TextBlob: Simplified Text
Processing

Release v0.12.0. (Changelog)

TextBlob is a Python (2 and 3) library for processing textual data. It provides a simple
API for diving into common natural language processing (NLP) tasks such as part-of-
speech tagging, noun phrase extraction, sentiment analysis, classification, translation,
and more.

from textblob import TextBlob

text = '

The titular threat of The Blob has always struck me as the ultimate movie
monster: an insatiably hungry, amoeba-like mass able to penetrate
virtually any safeguard, capable of-—as a doomed doctor chillingly
describes it—-"assimilating flesh on contact.

Snide comparisons to gelatin be damned, it's a concept with the most
devastating of potential consequences, not unlike the grey goo scenario
proposed by technological theorists fearful of

artificial intelligence run rampant.

blob = TextBlob(text)
blob.tags # [('The', 'DT'), ('titular', 'JJ'),
# ('threat', 'NN'), ('of', 'IN'), ...]

blob.noun_phrases # WordList(['titular threat', 'blob',
# 'ultimate movie monster',
# 'amoeba-like mass', ...])

for sentence in blob.sentences:
print(sentence.sentiment.polarity)
# 0.060

https://textblob.readthedocs.io 75
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Polyglot

A polyglot

Docs » Welcome to polyglot's documentation! O Edit on GitHub

Installation

Language Detection p01y910t

Tokenization

Command Line Interface downloads |17k/month | pypi package |16.7.4 | build passing

Downloading Models

Welcome to polyglot’s documentation!

Word Embedines Polyglot is a natural language pipeline that supports massive multilingual applications.

SRl L TR o Free software: GPLv3 license

Named Entity Extraction « Documentation: http:/polyglot.readthedocs.org.
Morphological Analysis

Transliteration Features

Sentiment
o Tokenization (165 Languages)

o Language detection (196 Languages)

o Named Entity Recognition (40 Languages)
o Part of Speech Tagging (16 Languages)

o Sentiment Analysis (136 Languages)

e Word Embeddings (137 Languages)

e Morphological analysis (135 Languages)

o Transliteration (69 Languages)

polyglot

https://polyglot.readthedocs.io/
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1F TensorFlow

Text Classification with TF Hub

1F TensorFlow Install Learn v APl ~ Resources ¥ More ¥ Q_ Search Language ~

Overview Tutorials Guide TF1

TensorFlow tutorials
Quickstart for beginners

Quickstart for experts
BEGINNER

ML basics with Keras
Basic image classification
Text classification with TF Hub

Text classification with
preprocessed text

Regression
Overfit and underfit

Save and load

Load and preprocess data
Ccsv
NumPy
pandas.DataFrame
Images
Text
Unicode
TF.Text
TFRecord and tf.Example
Additional formats with tf.io [/}

TensorFlow > Learn > TensorFlow Core > Tutorials ﬁ{{,{jﬁ{ﬁi}

Text classification with TensorFlow Hub: Movie
reviews

Run in Google View source on Download
Colab GitHub == notebook

This notebook classifies movie reviews as positive or negative using the text of the review. This is
an example of binary—or two-class—classification, an important and widely applicable kind of
machine learning problem.

The tutorial demonstrates the basic application of transfer learning with TensorFlow Hub and Keras.

We'll use the IMDB dataset that contains the text of 50,000 movie reviews from the Internet Movie
Database. These are split into 25,000 reviews for training and 25,000 reviews for testing. The
training and testing sets are balanced, meaning they contain an equal number of positive and
negative reviews.

This notebook uses tf keras, a high-level API to build and train models in TensorFlow, and
TensorFlow Hub, a library and platform for transfer learning. For a more advanced text classification
tutorial using tf.keras, see the MLCC Text Classification Guide.

€ D

from __future__ import absolute_import, division, print_function, unicode_literals

https://www.tensorflow.org/tutorials/keras/text classification with hub

GitHub  Signin

Contents

Download the
IMDB dataset

Explore the data
Build the model

Loss function
and optimizer

Train the model
Evaluate the model

Further reading
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1F TensorFlow

Text Classification with Pre Text

1 TensorFlow

TensorFlow tutorials
Quickstart for beginners

Quickstart for experts
BEGINNER

ML basics with Keras
Basic image classification
Text classification with TF Hub

Text classification with
preprocessed text

Regression
Overfit and underfit

Save and load

Load and preprocess data
Ccsv
NumPy
pandas.DataFrame
Images
Text
Unicode
TF.Text
TFRecord and tf.Example
Additional formats with tf.io [/

Estimator

Install

Learn ¥ APl ¥

Q, Search

Resources ¥ More ¥

TensorFlow > Learn > TensorFlow Core > Tutorials

Text classification with preprocessed text: Movie
reviews

Download
= notebook

Run in Google View source on
Colab GitHub

This notebook classifies movie reviews as positive or negative using the text of the review. This is
an example of binary—or two-class—classification, an important and widely applicable kind of
machine learning problem.

We'll use the IMDB dataset that contains the text of 50,000 movie reviews from the Internet Movie
Database. These are split into 25,000 reviews for training and 25,000 reviews for testing. The
training and testing sets are balanced, meaning they contain an equal number of positive and
negative reviews.

This notebook uses tf.keras, a high-level API to build and train models in TensorFlow. For a more
advanced text classification tutorial using tf.keras, see the MLCC Text Classification Guide.

Setup

€ 0

from __future__ import absolute_import, division, print_function, unicode_literals

https://www.tensorflow.org/tutorials/keras/text classification

Language ~

W WW W

GitHub  Signin

Contents
Setup

Download the
IMDB dataset

Try the encoder
Explore the data

Prepare the data
for training

Build the model
Hidden units

Loss function
and optimizer

Train the model
Evaluate the model

Create a graph of
accuracy and loss
over time
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Text Classification
IMDB Movie Reviews

https://colab.research.google.com/drive/1x16h1GhHsLIrLYtPCvCHaoO1W-i gror

& tf02_basic-text-classification.ipynb
Bl COMMENT 2% SHARE o

File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL ¥ CELL CONNECT ~ /2 EDITING A

Table of contents Code snippets Files X

) Copyright 2018 The TensorFlow Authors.
Copyright 2018 The TensorFlow Authors. .
L 2 cells hidden
Licensed under the Apache License,
Version 2.0 (the "License");

~ Text classification with movie reviews

MIT License

Text classification with movie reviews ™ O
’ View on TensorFlow.org Run in Google Colab View source on GitHub

Download the IMDB dataset
This notebook classifies movie reviews as positive or negative using the text of the review. This is an example of binary—or two-class—

Explore the data classification, an important and widely applicable kind of machine learning problem.

We'll use the IMDB dataset that contains the text of 50,000 movie reviews from the Internet Movie Database. These are split into 25,000
reviews for training and 25,000 reviews for testing. The training and testing sets are balanced, meaning they contain an equal number of
positive and negative reviews.

Convert the integers back to
words

Prepare the data This notebook uses tf.keras, a high-level API to build and train models in TensorFlow. For a more advanced text classification tutorial using
tf.keras, see the MLCC Text Classification Guide.

Build the model

# memory footprint support libraries/code :
!1n -sf /opt/bin/nvidia-smi /usr/bin/nvidia-smi

!pip install gputil

!pip install psutil

Hidden units ° %
g
4
5 !pip install humanize
6
il
8

Loss function and optimizer

import psutil
import humanize
import os
9 import GPUtil as GPU
Train the model 10 GPUs = GPU.getGPUs()
11 gpu = GPUs[0]
Evaluate the model e e e i

https://colab.research.google.com/qgithub/tensorflow/docs/blob/master/site/en/tutorials/keras/basic text classification.ipynb 79

Create a validation set
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Basic Regression
Predict House Prices

https://colab.research.google.com/drive/1v4c8ZHTnRtgd2 25K AURJR6SCVBRAI|

CO & tf03_basic-regression.ipynb Bl GONNENT .28 SHARE 0

File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL ¥ CELL CONNECT + 2/ EDITING A

Table of contents Code snippets Files X

» Copyright 2018 The TensorFlow Authors.

Copyright 2018 The TensorFlow Authors. .
L 2 cells hidden

Predict house prices: regression

The Boston Housing Prices dataset - Predict house prices: regression

Examples and features

2 O
Labels ‘ View on TensorFlow.org Run in Google Colab View source on GitHub
Normalize features In a regression problem, we aim to predict the output of a continuous value, like a price or a probability. Contrast this with a classification
problem, where we aim to predict a discrete label (for example, where a picture contains an apple or an orange).
Create the model This notebook builds a model to predict the median price of homes in a Boston suburb during the mid-1970s. To do this, we'll provide the

. model with some data points about the suburb, such as the crime rate and the local property tax rate.
Train the model
This example uses the tf.keras AP, see this guide for details.

Predict

1 # memory footprint support libraries/code
2 1ln -sf /opt/bin/nvidia-smi /usr/bin/nvidia-smi
3 lpip install gputil
4 lpip install psutil

SECTION 5 !pip install humanize
6
7
8

Conclusion

import psutil
import humanize
import os
9 import GPUtil as GPU
10 GPUs = GPU.getGPUs()
11 gpu = GPUs[0]
12 def printm():

13 process = psutil.Process(os.getpid())
14 print("Gen RAM Free: " + humanize.naturalsize( psutil.virtual memory().available ), " | Proc size: "
15 print("GPU RAM Free: {0:.0f}MB | Used: {1:.0f}MB | Util {2:3.0£f}% | Total {3:.0f}MB".format(gpu.memo

https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/keras/basic_regression.ipynb 80



https://colab.research.google.com/drive/1v4c8ZHTnRtgd2_25K_AURjR6SCVBRdlj
https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/keras/basic_regression.ipynb

Papers with Code

State-of-the-Art (SOTA)

[|||||] Search for papers, code and tasks 4" Discuss  Trends  About  LogIn/Register

Browse State-of-the-Art

122 1509 leaderboards « 1327 tasks « 1347 datasets « 17810 papers with code

Follow on ¥ Twitter for updates

Computer Vision
Semantic e Image
i e L] Sy o
Segmentation im==mm  Classification
e

I 33 leaderboards I 52 leaderboards

667 papers with code 564 papers with code

» See all 707 tasks

Natural Language Processing

- Machine o Language
:E Translation mpmll  Modelling

Object
= Detection

I 54 leaderboards

467 papers with code

Question
Answering

Image
Generation

I 51 leaderboards

231 papers with code

Sentiment
Analysis

https://paperswithcode.com/sota

Pose
Estimation

I 40 leaderboards

231 papers with code

Text
Generation
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Aurélien Géron (2019),
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:

Concepts, Tools, and Techniques to Build Intelligent Systems, 2nd Edition
O’Reilly Media, 2019

O'REILLY" )%?'%'?Z’%
Hands-on {
Machine Learning
with Scikit-Learn,

Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron

https://github.com/ageron/handson-mi2

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/
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https://github.com/ageron/handson-ml2

Hands-On Machine Learning with
Scikit-Learn, Keras, and TensorFlow

Notebooks

1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification

4. Training Models

5.Support Vector Machines

6.Decision Trees

7.Ensemble Learning and Random Forests
8.Dimensionality Reduction
9.Unsupervised Learning Techniques
10.Artificial Neural Nets with Keras
11.Training Deep Neural Networks
12.Custom Models and Training with TensorFlow
13.Loading and Preprocessing Data

Learning with
Scikit-Learn, Keras
& TensorFloyy /Z

Aurélien Géron

14.Deep Computer Vision Using Convolutional Neural Networks

15.Processing Sequences Using RNNs and CNNs

16.Natural Language Processing with RNNs and Attention

17.Representation Learning Using Autoencoders
18.Reinforcement Learning

19.Training and Deploying TensorFlow Models at Scale

https://qithub.com/ageron/handson-mi2
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https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/02_end_to_end_machine_learning_project.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/03_classification.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/04_training_linear_models.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/05_support_vector_machines.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/06_decision_trees.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/07_ensemble_learning_and_random_forests.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/08_dimensionality_reduction.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/09_unsupervised_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/10_neural_nets_with_keras.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/11_training_deep_neural_networks.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/12_custom_models_and_training_with_tensorflow.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/13_loading_and_preprocessing_data.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/14_deep_computer_vision_with_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/15_processing_sequences_using_rnns_and_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/16_nlp_with_rnns_and_attention.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/17_autoencoders.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/18_reinforcement_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/19_training_and_deploying_at_scale.ipynb
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python10tlipynb ++

B comment 2% Share £ o

File Edit View Insert Runtime Tools Help All changes saved

Table of contents X

Machine Learning with scikit-learn
Classification and Prediction

Support Vector Machine
(SVM)

Random Forest
K-Means Clustering
Deep Learning
Image Classification

Text Classification: IMDB Movie
Review

Deep Learning for Financial Time
Series Forecasting

Portfolio Optimization and
Algorithmic Trading

Investment Portfolio Optimisation
with Python

Efficient Frontier Portfolio
Optimisation in Python

Investment Portfolio Optimization

Text Analytics and Natural Language
Processing (NLP)

Python for Natural Language
Processing

spaCy Chinese Model

+ Code

RAM & o :
+ Text v Disk v 2 Editing

TN eoB /S

v Text Classification: IMDB Movie Review

¢ Source: https://www.tensorflow.org/tutorials/keras/text_classification_with_hub

A

[1]

[2]

[31

==

1 !pip install -gq tensorflow-hub
2 !pip install -g tensorflow-datasets

import os
import numpy as np

import tensorflow as tf
import tensorflow_hub as hub
import tensorflow_datasets as tfds

print("Version: ", tf._ version_ )
print("Eager mode: ", tf.executing_ eagerly())
print("Hub version: ", hub._version_ )

print("GPU is", "available" if tf.config.list_physical_devices("GPU") else "NOT AVAILABLE")

H O W oo o0 U & WN -

Version: 2.4.1

Eager mode: True
Hub version: 0.12.0
GPU is available

1 # Split the training set into 60% and 40% to end up with 15,000 examples

2 # for training, 10,000 examples for validation and 25,000 examples for testing.
3 train_data, validation_data, test_data = tfds.load(

4 name="imdb_reviews",

https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python101ipynb '«

Table of contents X

Machine Learning with scikit-learn
Classification and Prediction

Support Vector Machine
(SVM)

Random Forest
K-Means Clustering
Deep Learning
Image Classification

Text Classification: IMDB Movie
Review

Deep Learning for Financial Time
Series Forecasting

Portfolio Optimization and
Algorithmic Trading

Investment Portfolio Optimisation
with Python

Efficient Frontier Portfolio
Optimisation in Python

Investment Portfolio Optimization

Text Analytics and Natural Language
Processing (NLP)

Python for Natural Language
Processing

spaCy Chinese Model

+ Code

¢ Huggingface Transformers: https://github.com/huggingface/transformers

File Edit View Insert Runtime Tools Help All changes saved

+ Text

B comment &% Share £ o

RAM X
v Disk v

TN eoB /AR

2 Editing A

[18]

[

[11]

[12]

1 !pip install transformers

1 from transformers import pipeline
2 classifier = pipeline('sentiment-analysis')

3 classifier('We are very happy to introduce pipeline to the transformers repository.')

Downloading: 100% | 629/629 [00:00<00:00, 1.31kBs]

Downloading: 100% [ 268M/268M [00:05<00:00, 46.9MB/s]

Downloading: 100% [ 232k/232k [00:01<00:00, 159kB/s]
Downloading: 100% | 48.0/48.0 [00:00<00:00, 522B/s]

[{'label': 'POSITIVE', 'score': 0.9996980428695679}]

1 classifier('This movie is very good.')

[{'label': 'POSITIVE', 'score': 0.9998621940612793}]

1 classifier('This movie is very boring.')

[{'label': 'NEGATIVE', 'score': 0.999795138835907}]

https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python101lipynb 7+

B comment 2% Share £t 0

File Edit View Insert Runtime Tools Help All changes saved

Table of contents X

Mall Customer Segmentation

Machine Learning with scikit-
learn

Classification and Prediction

Support Vector Machine
(SVMm)

Random Forest
K-Means Clustering
Deep Learning
Image Classification

Text Classification: IMDB
Movie Review

Deep Learning for Financial Time
Series Forecasting

Portfolio Optimization and
Algorithmic Trading

Investment Portfolio
Optimisation with Python

Efficient Frontier Portfolio
Optimisation in Python

Investment Portfolio
Optimization

Text Analytics and Natural
Language Processing (NLP)

+ Code

+ Text v | T/ Eding A

RN = K- AN I

1 # from transformers import pipeline
2 question_answerer = pipeline(/'question-answering')
3 question_answerer({'question': 'What is the name of the repository ?°',

4 'context': 'Pipeline has been included in the huggingface/transformers repository'})
5
[» {'answer': 'huggingface/transformers’,
'end': 58,
'score': 0.309702068567276,
'start': 34}
[24] 1 ontext = '''In meteorology, precipitation is any product of the condensation of atmospheric water vapor
2 'ontext
'In meteorology, precipitation is any product of the condensation of atmospheric water vapor that falls und
er gravity. The main forms of precipitation include drizzle, rain, sleet, snow, graupel and hail... Precipi
tation forms as smaller droplets coalesce via collision with other rain drops or ice crystals within a clou
d. Short, intense periods of rain in scattered locations are called "showers".'
[25] 1 question_answerer({'question': 'Where do water droplets collide with ice crystals to form precipitation?
2 'context': context})
{'answer': 'within a cloud’,
'end': 321,
'score': 0.5175967812538147,
'start': 307}
[28] 1 question_answerer({'question': 'What causes precipitation to fall?',

2 'context': context})

https://tinyurl.com/aintpupython101 86
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Summary

e Recurrent Neural Networks
(RNN)

—Long Short Term Memory (LSTM)
—Gated Recurrent Unit (GRU)

* Deep Learning (RNN) for
Time Series Prediction

* Deep Learning (RNN) for
Text Analytics (NLP)
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