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Stuart Russell and Peter Norvig (2020),
Artificial Intelligence: A Modern Approach,

4th Edition, Pearson

Jelse:

"

russell SAtificial Intelligence
Norvig A NModern Approach

P Fourth Edition

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
https://www.amazon.com/Atrtificial-Intelligence-A-Modern-Approach/dp/0134610997/
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Artificial Intelligence:
A Modern Approach

. Artificial Intelligence

. Problem Solving

. Knowledge and Reasoning

. Uncertain Knowledge and Reasoning

. Machine Learning

. Communicating, Perceiving, and Acting
. Philosophy and Ethics of Al



Artificial Intelligence:
Communicating,
perceiving,
and acting

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Artificial Intelligence:
6. Communicating, Perceiving, and Acting

* Natural Language Processing

* Deep Learning for Natural Language
Processing

* Computer Vision
* Robotics

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Artificial Intelligence:
Natural Language Processing

Language Models

Grammar

Parsing

Augmented Grammars

Complications of Real Natural Language
Natural Language Tasks
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Artificial Intelligence:
Deep Learning for
Natural Language Processing

Word Embeddings

Recurrent Neural Networks for NLP
Sequence-to-Sequence Models
The Transformer Architecture

Pretraining and Transfer Learning
State of the art (SOTA)

12



Reinforcement Learning (DL)

Agent

{ EnvironmentJ




Reinforcement Learning (DL)

1 observation 2 action
Agent

3 reward T

Environment
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Reinforcement Learning (DL)

1 observation 2 action
Agent
0, A,

3 reward TRt

Environment

15



Agents interact with environments
through sensors and actuators

/Px gent Sensors s

' Percepts

?

' Actions

\ Actuators -

JUSWIUOITAUH
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Al for Text Analytics
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&8
TEXT ANALYTICS
ﬂ‘ Q.
¢ L 2
NI RS te
o7 YN  eeeem—— T *
.* | Document Matchmg/l Web Content Mining | *.
o’,—:::::L?_ Esasesarerasaiiilit,
& . . *
l; L'nk Ana|ySIS /I lnformatio WEb Stl"uctur‘e Mlnlng } “
/—S——;EJ——\Retrieval e e gl .
earch Engines | . *
' ____E _ Web Usage Mining } E
3
L ]
L ]
L ]
L ]
L 2
“ ’.
* .
*
“
L 2
0.. “‘
L
..... ““
" “-‘
...'. - - -“-‘

Computer Science

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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NLP

Documents

Classical NLP

Pre processing

Modeling

Feature Modeling Inference
Extraction (EN) (English) (English)

Feature Modeling Inference
Extraction (ES) (Spanish) (Spanish)
Modeling Inference

(Arabic) (Arabic)

Documents

Dense Embeddings

obtained via word2vec,
doc2vec, GloVe, etc.

Hidden Layers

Output Units

AYLIEN

19



Modern NLP Pipeline

Pre-processing

r—  — — — — — — /7 7 1

e e e s e ’ p[e.pfocessed

Documents Documents

Task / Output

i dity

l Classification

Bag-of-Words
&
Vectorization

Word Embeddings

l Sentiment Analysis

— Entity Extraction

l Topic Modeling

Pre-processed e
Documents I
I Similarity
= ===
(i Al

20

Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf



|

Documents

Modern NLP Pipeline

Modeling

Modeling

Task / Output

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

 Sentiment Analysis

Entity Extraction

Topic Modeling

21



Documents

Deep Learning NLP

Pre-generated Lookup
OR
Generated in 1st level
of NeuralNet

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

Task / Output

Sentiment Analysis

Entity Extraction

Topic Modeling

22



Natural Language Processing (NLP)
and Text Mining

Raw text ‘

Sentence Segmentation

Tokenization

Part-of-Speech (POS)

word’s stem word’s lemma

Stemming / Lemmatization am - am am - be

having =2 hav having = have

Dependency Parser

|
|
|
Stop word removal |
|
|
|

String Metrics & Matching

23



Outline

* Word Embeddings

* Recurrent Neural Networks for NLP
* Sequence-to-Sequence Models
 The Transformer Architecture

* Pretraining and Transfer Learning
e State of the art (SOTA)
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One-hot encoding

'The mouse ran up the clock’ =

The

mouse

25



Word embedding

GloVe (trained on 6 billion words of text)
100-dimensional word vectors are projected down onto two dimensions

1 I I
- france a
® greece
&
erman
nephew‘ n:ece
e ©
uncle aunt
car .. banana, pizza
- e Dbicycle @ _
@
@
Stiuik apple
1 1 1

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Word Embedding model

answer the question “Ais to B as Cis to [what]?”

A B C D=C+ (B—A) Relationship
Athens Greece Oslo Norway Capital
Astana Kazakhstan Harare Zimbabwe Capital
Angola kwanza Iran rial Currency
copper Cu gold Au Atomic Symbol
Microsoft Windows Google Android Operating System
New York New York Times Baltimore  Baltimore Sun  Newspaper
Berlusconi Silvio Obama Barack First name
Switzerland Swiss Cambodia Cambodian Nationality
Einstein scientist Picasso painter Occupation
brother sister grandson  granddaughter = Family Relation
Chicago Ilinois Stockton California State
possibly impossibly ethical unethical Negative
mouse mice dollar dollars Plural
easy easiest lucky luckiest Superlative

walking walked swimming swam Past tense

27



man
."\\ woman
\A.
.~ Bl ~
king ‘\A.
queen

/\>

Male-Female

Word embeddings

walked
- ’v.
O swam
walking ’
/ O/
swimming
Verb Tense

Italy

Canada Spain ; )

' ® o
Turkey g £
Rome
o O o
o Ottawa Madrid Germany
& . fe
Ankara .Ru551a .’»'

] Berlin

Japan

Mosco/\
Vietnam

-~ @
o @ ;

Hanoi

Tokyo .} ‘

Beijing

Country-Capital

Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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Word embeddings

S [[0.236, -0.141, 0.000, 0.045],
the |1 I [0.006, 0.652, 0.270, -0.556],
T:‘;;"J"‘:ﬁg o 52 58 & E [0.305, 0.569, -0.028, 0.496],
‘c’lock_’ mouse | 2 [ | 174 S H LS P & 7% [0.421, 0.195, -0.058, 0.477],
g [0.236, -0.141, 0.000, 0.045],
ran |3 3 [0.844, -0.001, 0.763, 0.201]]
)
up 4 &
clock |5 = [[0.236, -0.141, 0.000, 0.045],
The mouse 12,36 8 | | [0.006, 0652, 0.270, -0.556],
randown| | down |6 [ et il < [0.305, 0.569, -0.028, 0.496],
5 [0.466, -0.326, 0.884, 0.007]]

Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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part-of-speech (POS) tagging model

Feedforward

Class = PastTenseVerb

1

Output Layer

1

Hidden Layer 2

1

Hidden Layer 1

1

1

1

1

1

Embedding | [ Embedding [ | Embedding | [ Embedding | | Embedding
lookup lookup lookup lookup lookup
Yesterday they cut the rope

30



Universal Sentence Encoder (USE)

 The Universal Sentence Encoder
encodes text into high-dimensional vectors that
can be used for
text classification,
semantic similarity,
clustering and
other natural language tasks.

e The universal-sentence-encoder model is trained
with a deep averaging network (DAN) encoder.

https://tfhub.dev/google/universal-sentence-encoder/4 31



https://tfhub.dev/google/universal-sentence-encoder/4

Universal Sentence Encoder (USE)
Semantic Similarity

Semantic Textual Simlarity

ll

How old are you?
How 01d are you? 0.3, 0.0, . 0'8
Wha s your age? 06

l)u
"lhat 1 your age’ 8.2, 0.0, . e "
My phone 18 gOOd 909; 0'6; " Your cellphone looks great, !
%0
. i 0\6“‘0 \\5 0\\& “0“ g° e xe
&
40“‘

Source: https://tthub.dev/google/universal-sentence-encoder/4 32



https://tfhub.dev/google/universal-sentence-encoder/4

Universal Sentence Encoder (USE)
Classification

Confidence s a question
(96%) "How old are you?'

(9%) "What is your age?

Hon old are you?”

"Ihat 1 your age?”

I pore s got. (78] "Ny phone 15 good,"

Source: https://tfhub.dev/google/universal-sentence-encoder/4 33



https://tfhub.dev/google/universal-sentence-encoder/4

Universal Sentence Encoder (USE)

import tensorflow_hub as hub

embed = hub.Module ("https://tfhub.dev/qgoogle/"
"universal-sentence-encoder/1")

embedding = embed(]|
"The quick brown fox jumps over the lazy dog."])

34



Multilingual
Universal Sentence Encoder
(MUSE)

import tensorflow_hub as hub

module = hub.Module ("https://tfhub.dev/google/"
"universal-sentence-encoder-multilingual/1")

multilingual_embeddings = module ([
"Hola Mundo!", "Bonjour le monde!", "Ciao mondo!"
"Hello World!", "Hallo Welt!", "Hallo Wereld!",

ll{j(ﬂ«lﬁﬁ| n , n HpI/IBeT, MI/Ip!", "'p.".i.ﬂ.’ \1‘:")""] )

35



Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

CO & python1Otipynb 5 B comment &% share £ o

File Edit View Insert Runtime Tools Help All changes saved

RAM 1

‘= Table of contents ¥ | Teds ®ied v Disk ma— ~ | # Ediing | A
pos Text Clustering
semantic Analysisand Named  + Deep Learning and Universal Sentence-Embedding Models
- Entity Recognition (NER)
Semantic Analysis "N eooB /2B
?;gfd Entity'Recognition ~ Universal Sentence Encoder (USE)
Sentiment Analysis * Source: Universal Sentence Encoder: https://tfhub.dev/google/universal-sentence-encoder/4

Sentiment Analysis -
Unsupervised Lexical

[ 1 1 import tensorflow as tf
Sentiment Analysis - 2 import tensorflow_hub as hub
Supervised Machine 3 import numpy as np
Learning 4 import pandas as pd
Sentiment Analysis - Shmpe s os
Supervised Deep Learning 6 import re
Models 7 import matplotlib.pyplot as plt
. . 8 import seaborn as sns
Sentiment Analysis - 9

Advanced Deep Learning

10 module url = "https://tfhub.dev/google/universal-sentence-encoder/4"
Deep Learning and Universal 11 #"https://tfhub.dev/google/universal-sentence-encoder-large/5"
Sentence-Embedding Models 12 model = hub.load(module url)

’ 13 print ("module %s loaded" % module url)
Universal Sentence Encoder ) =
(USE) 14 def embed(input):
15 return model(input)
Universal Sentence Encoder
Multilingual (USEM) [»> module https://tfhub.dev/google/universal-sentence-encoder/4 loaded

Data Visualization

[ 1 1 word = "Elephant"
Section 2 sentence = "I am a sentence for which I would like to get its embedding."

https://tinyurl.com/aintpupython101 36



https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101

Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

1.0
0.8
0.6

Semantic Textual Similarity

| like my phone

My phone is not good.

Your cellphone looks great.

Will it snow tomorrow?

Recently a lot of hurricanes have hit the US

Global warming is real

An apple a day, keeps the doctors away 0.4
Eating strawberries is healthy

Is paleo better than keto? -02
How old are you?
what is your age?

-0.0

?

?

| like my phone

My phone is not good

Your cellphone looks great
Will it show tomorrow

Global warming is real

Eating strawberries is healthy
Is paleo better than keto

How old are you?

what is your age?

Recently a lot of hurricanes have hit the US
An apple a day, keeps the doctors away

https://tinyurl.com/aintpupython101



https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101

Outline

* Word Embeddings

* Recurrent Neural Networks for NLP
* Sequence-to-Sequence Models
 The Transformer Architecture

* Pretraining and Transfer Learning
e State of the art (SOTA)
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RNN

Y Yy Y3
I Wy sz, y Y Wy
E— Z; S Z, — Z;
W, 2 W2 W2
I
X; X> X3
(b)
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Bidirectional RNN network
for POS tagging

Class = Class = Class = Class = Class =
Adverb Pronoun PastTenseVerb Determiner N(}un
Feedforward Feedforward Feedforward Feedforward Feedforward
} { } } {
| | | ] | ] | ] | ]

} { } } {
RNN |= RNN = RNN = RNN |= RNN
A A A A A
RNN = RNN = RNN = RNN = RNN
| * | ’ | ’ | f | *
Embedding Embedding Embedding Embedding Embedding
lookup lookup lookup lookup lookup
Yesterday they cut the rope

40



LSTM Recurrent Neural Network

one to one one to many many to one many to many many to many

Traditional Music Sentiment Name Machine
Neural Generation Classification Entity Translation
Network Recognition

41



Outline

* Word Embeddings

* Recurrent Neural Networks for NLP
* Sequence-to-Sequence Models
 The Transformer Architecture

* Pretraining and Transfer Learning
e State of the art (SOTA)
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Sequence-to-Sequence

model
El hombre es alto <end>
i } i i i
Source | | Source | |Source | [Source | | Target [ | Target | | Target | | Target | | Target
LSTM | |LSTM | |LSTM | |LSTM | |LSTM | [LSTM | |LSTM | |LSTM | [LSTM
f f f f f f f f f
The man 1S tall <start> El hombre es alto
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Attentional Sequence-to-Sequence
model
for English-to-Spanish translation

La puerta de entrada es roja

La puerta Th .
f f :

Target Target —
Attentional —{ Attentional [~ --- front ‘ .
LSTM LSTM p—
/ 7\
ey o [
/4 r
Source | _|Source|_|Source|_[Source|,_|Source is .
LSTM| |LSTM| [LSTM| |LSTM| |LSTM

1 1 1 1 1

The front door 1S red red -
(a) (b)

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 44



The Sequence to Sequence model
(seq2seq)

ENCODER Reply

@ Yes, what's _— up? — . <END>

EAEAETR I I 'I I | I |

1 1 |8 1 g T g
free &  <STARD

Incoming Email DECODER



Sequence to Sequence
(Seq2Seq)

l

Encoder —_—

F_E
q
|
q_&
q
O

Decoder do _ ds —_— dz — ds

l l l l
Knowledge IS power )

Source: https://google.github.io/seq2seq/
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Outline

* Word Embeddings

* Recurrent Neural Networks for NLP
* Sequence-to-Sequence Models

* The Transformer Architecture

* Pretraining and Transfer Learning
e State of the art (SOTA)
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Single-layer Transformer

consists of self-attention,
a feedforward network, and residual connection

Output Vectors
| N W W N |
Transformer .
Layer t T 1
Residual
Connection Feedforward
=
+
4 i
P 1
Residual .
Connection Self-Attention
Input Vectors

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Transformer Architecture
for POS Tagging

Class = Class = Class = Class = Class =
Ad\{erb Pro?oun PastTeltlseVerb Deterriliner N(iun
Feedforward Feedforward Feedforward Feedforward Feedforward
A '} ' i |
Transformer Layer
A | A A |
Transformer Layer
 § A i A
Transformer Layer
A ) A A |
Positional Positional Positional Positional Positional
Embedding 1| [Embedding 2| |Embedding3| |Embedding4| [Embedding 5
+ + + + +
Embedding Embedding Embedding Embedding Embedding
lookup lookup lookup lookup lookup

Yesterday they cut the rope

49



Transformer (Attention is All You Need)
(Vaswani et al., 2017)

Output
Probabilities
Linear
’
Add & Norm b
Feed
Forward
4 \ Add & Norm
_ .
e ol Multi-Head
Feed Attention
Forward Nx
‘ LI 3P
e
Nix Add & Norm
(-’l Add & Norm l R
Multi-Head Multi-Head
Attention Attention
A NSRS . S
N y, \_ —)
Positional D ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)



Transformer

INPUT OUTPUT

THE
TRANSFORMER

[Je suis étudiant]—> —>[I am a student]

S S

.4

http://jalammar.github.io/illustrated-transformer/ 51



http://jalammar.github.io/illustrated-transformer/

Transformer

Encoder Decoder

(F

OUTPUT[I am a Student}
A
ENCODERS —> DECODERS

_

——

=

INPUT [Je

SUis étudiant]

http://jalammar.github.io/illustrated-tran

sforme

r/



http://jalammar.github.io/illustrated-transformer/

Transformer

Encoder Decoder Stack

OUTPUT[I am a student]

4
r ' )
ENCODER DECODER
L J
4 4
( )
ENCODER DECODER
§ J
2 4
G =
ENCODER DECODER
q J
4 4
a E)
ENCODER DECODER
\ J
4 4
(" )
ENCODER DECODER
\_ J
4 4
(G )
ENCODER DECODER
i =
\_ 1 J
INPUT [Je suis étudiant}

http://jalammar.github.io/illustrated-transformer/



http://jalammar.github.io/illustrated-transformer/

Transformer

Encoder Self-Attention

ENCODER )

Feed Forward Neural Network

t

Self-Attention

r Y )

)
)

t

http://jalammar.github.io/illustrated-tran

sforme

r/



http://jalammar.github.io/illustrated-transformer/

Transformer
Decoder

DECODER t
(a )
Feed Forward
ENCODER " - J
; ' % -
i ) (@ =)
Feed Forward Encoder-Decoder Attention
— _J _ -
A — 4
3 B (& N
Self-Attention Self-Attention
& J _ i

T

t

http://jalammar.github.io/illustrated-transformer/
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Transformer
Encoder with Tensors
Word Embeddings

EEEEEEE A
1

r( j
t t t
LT T T] 22 [ [ [] LT T 1]
t t t
\[ 7 x 7 )/
LT x[ T T 1] [T T T]

http://jalammar.github.io/illustrated-transforme

r/



http://jalammar.github.io/illustrated-transformer/

Transformer
Self-Attention Visualization

Layer:| 5 4| Attention:| Input - Input %

|

The_ The_
animal_ animal_
didn_ didn_
= L
Cross_ Cross_
the_ the_
street_ street_
because_ because_
it_ N it
was_ was_
too_ too_
tire tire

d d

http://jalammar.github.io/illustrated-transformer/



http://jalammar.github.io/illustrated-transformer/

Transformer

Positional Encoding Vectors

C

ENCODER #1

1

C

ENCODER #0

DECODER #0

}»C DECODER #1

\C

!

1

EMBEDDING
WITH TIME
SIGNAL

POSITIONAL
ENCODING

EMBEDDINGS

INPUT

étudiant

http://jalammar.github.io/illustrated-transformer/
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Transformer

Input

Embedding

Queries

Keys

Values

Score

Divide by 8 (vdy )

Softmax

Softmax
X
Value

Sum

Thinking Machines

X1|:|:|:|:] X2|:|:|:|:|
a ] q [

qie ki=112 g1 » k2 =96
14 12
0.88 0.12

z [ z, [T

http://jalammar.github.io/illustrated-transformer/

Self-Attention Softmax Output
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Outline
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e State of the art (SOTA)
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BERT:
Pre-training of Deep
Bidirectional Transformers for
Language Understanding

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google Al Language
{jacobdevlin, mingweichang, kentonl, kristout}@google.com

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805
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BERT

Bidirectional Encoder Representations from Transformers

BERT (Ours) OpenAl GPT

Pre-training model architectures

BERT uses a bidirectional Transformer.

OpenAl GPT uses a left-to-right Transformer.

ELMo uses the concatenation of independently trained left-to-right and right- to-left
LSTM to generate features for downstream tasks.

Among three, only BERT representations are jointly conditioned on both left and right

context in all layers.
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT

(Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures for BERT

Start/End Spam

ﬁ Mask LM Mask LM \
s 3 *

= N ™ EA RS

leew | & |- [ B || Eeemll &0 |- [&]

T — L L N Il

mm ['rokN ][ [SEP) ][Tolﬂ ] [TokM]

\_I_l I_|_I
Masked Sentence A Masked Sentence B
\_ : Y
Unlabeled Sentence A and B Pair
Pre-training

N

*

Paragraph

Question Answer Pair

00—
- EIESEN m
''''''''' hioe ol B BERT
EE LBl G [ B [E2]
B @ &
HENEEN
Question

Fine-Tuning

/
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation

Vs / D 4 B 4 N V4 D 4 N 7’ /-
Input [CLS] W my dog is [cute ] [SEP] he [ likes ]( play ] ##ing ] [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay E~ #ing E[SEP]
-+ -+ -+ + + -+ " o -+ -+ + +
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ -+ + + b o + + + + + +
Position
Embeddings Eo El E2 E3 E4 ES E6 E7 E8 E9 Elo

The input embeddings is the sum of the token embeddings, the segmentation

embeddings and the position embeddings.
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Class

Label

—~

)] o)) ()
BERT

ale ] GlEmlE]- [

——r

JJL S I S I S

G—

Sentence 1

Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Start/End Span

BERT

(e[ & |-

LEw ][ o [ & ][]

T

sl Tt'Ik I

L - L)

—
I_'_I

Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1

Fine-tuning BERT on Different Tasks

Class
Label
—
=] -

BERT

E

(cLs) E, E,
/I_I\ | LI
[CLS] Tok 1 Tok 2
l
l

Single Sentence

E,

(b) Single Sentence Classification Tasks:

SST-2, CoLA
(0] B-PER (0]
* & <
BERT
E[cu.5| E, E, Ey

1 I 1

B I

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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BERT Sequence-level tasks

Bas || E EicLs) E

E, 4 ;
N N SN NG
——{r - s . B yBy .
O A /- b 4 w N\ / \
cLs) R ... v (SEP) R . = [CLS] Tok 1 Tok 2 Tok N

I_l_l I_|_| | | |

Sentence 1 Sentence 2 Single Sentence
(@) Sentence Pair Classification Tasks: (b) Single Sentence Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC, SST-2, ColLA
RTE, SWAG

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805



BERT Token-level tasks

Start/End Span

Ecis) E, |- Ey E[sen E/ Ev
NS A A A\ A
G - = N N . .
? T, / N\ b 4 N\ P TG
[cLs) T‘,"‘ o T:‘ [SEP) T:* - T:‘
I | | I |
Question Paragraph

(c) Question Answering Tasks:
SQuUAD v1.1

E(cle b E, Ex
SR ——— —
[CLS) ][ Tok 1 Tok 2 Tok N

I |

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805



Fine-tuning BERT on
Question Answering (QA)

Start/End Span

EER EEEmMES

BERT
Eicis E, T E. E[SEP] E E.
. = N s  paaaa
= P - = [
[ | |
I I
Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1
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Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)

Class
Label

5
EEYES [~ ]

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA
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Fine-tuning BERT on Dialogue
Slot Filling (SF)

B-PER -

[CLS] Tok 1 Tok 2

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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General Language Understanding Evaluation
(GLUE) benchmark

GLUE Test results

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 81.0 8.0 61.7| 74.0
BiILSTM+ELMo+Attn  76.4/76.1 648 799 904 360 733 849 5638 71.0
OpenAl GPT 82.1/81.4 703 88.1 913 454 800 823 560 752
BERTgASE 84.6/83.4 712 90.1 935 5211 858 889 664 | 79.6
BERT | ARGE 86.7/85.9 72.1 911 949 60.5 865 893 70.1| 81.9

MNLI: Multi-Genre Natural Language Inference

QQP: Quora Question Pairs

QNLI: Question Natural Language Inference

SST-2: The Stanford Sentiment Treebank

CoLA: The Corpus of Linguistic Acceptability

STS-B:The Semantic Textual Similarity Benchmark

MRPC: Microsoft Research Paraphrase Corpus
RTE: Recognizing Textual Entailment
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Training Contextual Representations

using a left-to-right Language Model

Contextual
representations
(RNN output)

Non-contextual
representations
(word embeddings)

red car 1s big <eos>
Feedforward | | Feedforward | | Feedforward | | Feedforward | | Feedforward

|
|

|
|

|
|

|
|

RNN ——{RNN ——{RNN ——| RNN ——|RNN

|
|

1 t 1 1 f
Embedding | | Embedding | | Embedding | | Embedding | | Embedding
lookup lookup lookup lookup lookup
1 1 1 1 1
The red car is big
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Masked Language Modeling:

Pretrain a Bidirectional Model

rosc

1

Feedforward
1
MLM
embedding
1
RNN < RNN [ RNN [ RNN A RNN
1 1 1 1 1
RNN [ RNN [ RNN [ RNN [ RNN
f t ‘ 1 1
Embedding Embedding Embedding Embedding
lookup lookup lookup lookup
1 1 1 1
The river [masked] five feet
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lllustrated BERT

1 - Semi-supervised training on large amounts
of text (books, wikipedia..etc).

The model is trained on a certain task that enables it to grasp
patterns in language. By the end of the training process,

BERT has language-processing abilities capable of empowering
many models we later need to build and train in a supervised way.

Semi-supervised Learning Step

’———————

N\
[ et )
® o

I Model:

I Dataset:

WIKIPEDIA |
Die freie Enzyklopidie
Predict the masked word

Objective: (langauge modeling) ,

AN

———————’

2 - Supervised training on a specific task with a

labeled dataset.

Supervised Learning Step

/

75% | S
, [ Classifier 1 > =g

J 25% | Not Spam

I Model:
(pre-trained

I in step #1) O/ BERT

oo

=~

I Email message Class

Buy these pills Spam

I Dataset: Win cash prizes Spam
Dear Mr. Atreides, please find attached... Not Spam

\

\______—

http://jalammar.github.io/illustrated-bert/

N\
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BERT Classification Input Output

Input Output

Features Prediction

) A

® o Classifier ,
Help Prince Mayuko Transfer (Feed-forward ’ 85% | Spam
Huge Inheritance — BERT — |neural network + > |
softmax) 15% | Not Spam

), ____

Source: Jay Alammar (2019), The Illustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning),
http://jalammar.github.io/illustrated-bert/
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BERT Encoder Input

12 [ ENCODER
000
,
2 ENCODER
-
1 1 | 1
-~
1 ENCODER
-
| | I
1‘ 2] 3| 4 L) 512

[CLS] Help Prince Mayuko

BERT

http://jalammar.github.io/illustrated-bert/
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BERT Classifier

Spam

/O
o

15% Not Spam

T

Classifier
(Feed-forward neural network + softmax)

—1T
- h

BERT

. _J

TR

[CLS] Help Prince Mayuko

Source: Jay Alammar (2019), The Illustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning),
http://jalammar.github.io/illustrated-bert/
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Sentiment Analysis:
Single Sentence Classification

Class
Label

(e = I~ ]

BERT

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805 78



A Visual Guide to
Using BERT for the First Time

(Jay Alammar, 2019)

a visually stunning } That’s a positive thing to say

rumination on love”

Reviewer #1 /

A
o o

That’s negative

“reassembled from the cutting room
floor of any given daytime soap”

Reviewer #2

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Sentiment Classification: SST2
Sentences from movie reviews

sentence label

a stirring , funny and finally transporting re imagining of beauty and the beast 1
and 1930s horror films

apparently reassembled from the cutting room floor of any given daytime soap 0
they presume their audience won't sit still for a sociology lesson 0
this is a visually stunning rumination on love , memory, history and the war 1
between art and commerce

jonathan parker 's bartleby should have been the be all end all of the modern 1

office anomie films

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 80
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Movie Review Sentiment Classifier

|

“a visually stunning
rumination on love”

}_.

\_

Movie Review
Sentiment Classifier

4

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Movie Review Sentiment Classifier

|

“a visually stunning
rumination on love”

]_.

Movie Review Sentiment Classifier

ff DistiBERT =

—
° 0

.

\\

»

WF%

f Logistic \\

Regression

@ teane

.

=,

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Movie Review Sentiment Classifier
Model Training

Movie Review Sentiment Classifier

Kf DistilBERT ) f Logistic \\

Regression

Already (pre-)trained We will train in this tutorial

—

L1

: ne B ® en
& ve | | ),

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Step # 1 Use distilBERT to
Generate Sentence Embeddings

Step #1: Use DistiBERT to embed all the sentences

Sentence Embeddings label
Sentence label
0 1 167
a stirring , funny and finally e
9 [transporting re imagining of 1 DIStI|BERT 0 |-0.215 [-0.1402| . | 0.201
beauty and the beast and 1930s
apparently reassembled from the .
1 |cutting room floor of any given |0 Already (pre-Jtrained 1 | -0.172 | -0.144 | . | 0371 | 0
daytime soap
— v —
—_
U
| |
the movie is undone by a WM M e ,
1,999 filmmaking methodology that 's | 1 \\) U 1,999 0.124 | 0.014 | . | 0.274

just experimental enough K J

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 84
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ikt tele

Step #2:Test/Train Split for
Model #2, Logistic Regression

Step #2: Test/Train Split for model #2, logistic regression

Sentence Embeddings

0 1 - 767
-0.215 | -0.1402 0.201
0.124 0.014 0.274

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

lLabel

1

1

Sentence Embeddings label
0 O 767
(5} -0.215 ~~0.1402; 0.201 3k
1
2
3
Training set .
75% of examples
5
-
6
1,499
Sentence Embeddings label
Testing set 0 1 767
25% of examples ‘
\ e ‘ ‘ ‘ [ ‘
1,999‘0.124‘0.014‘ 10 274‘ 1
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Step #3 Train the logistic regression

model using the training set

Step #3: Train the logistic regression model using the training set

Sentence Embeddings label
g 1 o 787

-0.215 (-0.1402 0.201 1

Training

) o@.

\_

Regression

Model f Logistic \

J

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Tokenization

[CLS] a visually stunning rum ##ination on love [SEP]
a visually stunning rumination on love

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

[CLS] a visually stunning rum ##ination on love [SEP]
Tokenization

DistiABereTokentoer Tz) Add [CLS] and [SEP] tokens

a visually stunning rum ##ination on love

T 1) Break words into tokens

.........................................................................................

T Tokenize

“a visually stunning rumination on love”

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Tokenization

tokenizer.encode("a visually stunning rumination on love',
add special tokens=True)

........................................................................................

101 1037 17453 14726 19579 12758 2006 2293 102

n 3) substitute tokens with their ids

[CLS] a visually stunning rum ##ination on love [SEP]
Tokenization

DistilBertTokenizer .

2) Add [CLS] and [SEP] tokens

a visually stunning rum ##ination on love

A
ﬂ 1) Break words into tokens

.........................................................................................

A
[( Tokenize

“a visually stunning rumination on love”

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 88
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Tokenization for BERT Model

DistiIBERT

—
e o

8

........................................................................................

101 1037 17453 14726 19379 12758 2006 2293 102

T 3) substitute tokens with their ids
Tokenization

piotitertlokenizer: s [CLS] a visually stunning rum  ##ination on love [SEP]

Tz) Add [CLS] and [SEP] tokens
1) Break words into tokens

.........................................................................................

T Tokenize

“a visually stunning rumination on love”

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 89



http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

Flowing Through DistilBERT
(768 features)

768
Number of hidden
units
Model
Outputs | |
DistiBERT
—
e U/
Model 101 1037 17453 14726 19379 12758 2006 2293 102
Input
[CLS] a visually stunning rum ##ination on love [SEP]

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 30



http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

Model #1 Output Class vector as

Model #2 Input

15% | 0 (negative) Model #2 Output

> 1

85% 1 (positive) (positive)

1

Logistic Regression

® o

Model #2

Model #2 Input
Model #1 Output ED:J

r t 1t 1t fr fr t f

DistilBERT

—

Model #1 a

Model #1 Input 101 1037 17453 14726 19379 12758 2006 2293
[CLS] a visually stunning rum ##ination on love

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

102

[SEP]

91


http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

Fine-tuning BERT on
Single Sentence Classification Tasks

Class

Label
= -

e

BERT
E[CLS] E1 Ez EN
e & s & s By s

[CLS] Tok 1 Tok 2 Tok N

Single Sentence
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Model #1 Output Class vector as
Model #2 Input

0 (negative) Model #2 Output _1
>

1 85% 1 (positive) (positive)

Logistic Regression
Model #2 .on

1

Model #2 Input
Model #1 Output

Source : Jay Alammar (2019), A Visual Guide to Using BERT for the First Time,

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 33
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Logistic Regression Model to
classify Class vector

K Logistic \\

Regression

ol

)

? DistiiBERT

a v!sua_lly stunnln% ’ -
rumination on love —

_

(e
1
S
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df = pd.read csv('https://github.com/clairett/pytorch-
sentiment-classification/raw/master/data/SST2/train.tsv’',
delimiter='\t', header=None)

df.head()

0 a stirring , funny and finally transporting re... 1
1 apparently reassembled from the cutting roomf... 0
2 they presume their audience wo n't sit still f... 0
3 this is a visually stunning rumination on love... 1
4

jonathan parker 's bartleby should have beent... 1

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Tokenization

tokenized = df[0].apply((lambda x: tokenizer.encode(x,
add special tokens=True)))

Raw Dataset Sequences of Token IDs
]
a stirring , funny and finally transporting re... [101, 1037, 18385, 1010, 6057, 1998,
apparently reassembled from the cutting room f... Tokenize [101, 4593, 2128, 27241, 23931, 2013,

[101, 2027, 3653, 23545, 2037, 4378,
they presume their audience wo n't sit still f —_— [101, 2023, 2003, 1037, 17453, 14726,

this is a visually stunning rumination on love... (101, 5655, 6262, 1005, 1055, 12075,

jonathan parker 's bartleby should have been t...

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

2633, 182...
1996, 62...
24185, 10...
19379; leuw
2571, 3764 a
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BERT Input Tensor

BERT/DistilBERT Input Tensor

Tokens in each sequence

0 1 e 66
0 101 1037 o 0
il 101 2027 o 0
Input sequences |
(reviews)
1,999 101 1996 e 0

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

97


http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

Processing with DistilBERT

input i1ds = torch.tensor(np.array(padded))
last hidden states = model(input 1ids)

( R

Tokenized input
Raw text dataset tensor P BERT Output
Tensor/predictions
L DistiBERT
° 0 101 1037 o 0 ey,
a stirring , funny and finally transporting re... ole

apparently reassembléd fro‘m the cutting |.'oor.n | 5 1 101 2027 o 0 . )

they presume their audience wo n't sit still f...

this is a visually stunning rumination on love... - o \\ { ~ . /
jonathan parker s bartleby should have been t... 1,999 101 1996 ) % ) <.‘ [ /

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 38
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Unpacking the BERT output tensor

last_hidden_states[0]
BERT Output Tensor/predictions

66
Tokens 1n each sequence

2,000
Output rows
(one per
sequence)
768
Number of hidden
units

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Sentence to last hidden state[O]

input_ids last_hidden_states[0]
0 1 66 (—\
o 101 1037 .. 0 DistiiBERT
1 —
-—} L N J -—’
;\\ - /
1,999 k@ L///J
Batch

Tokenize all 2,000 sentences
Put each sentence in its own row

----------------------------------------------------------

101 1037 17453 14726 19379 12758 2006 2293 102 0
[cLs] a visually stunning rum ##ination on love [SEP] PAD
Tokenize

“a visually stunning rumination on love”

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 100
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BERT’s output for the [CLS] tokens

# Slice the output for the first position for all the
sequences, take all hidden unit outputs
features = last hidden states[0][:,0,:].numpy()

last_hidden_states[0]
BERT Qutput Tensor/predictions

66
Positions/tokens in each sequence

0,201

-0.1402

-8.215

2,000
Output rows
(one per
sequence)
.12 768
Number of hidden
units

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

only the first position: [CLS]

f
last_hidden_states[0][:,0,:]

/N

all hidden

all sentences .. outputs

0
2,000 1
Output rows

(one per
sequence)

1,999

[CLS]
0 1 - 65

Position
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The tensor sliced from BERT's output
Sentence Embeddings

0
2,000 1
Qutput rows
(one per
sequence) A
©
1,999 T
g
) o
3O
\(\X-

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/

Is the same as

&

2,000
Qutput rows
(one per
sequence)

Sentence Embeddings label
0 i§ = 767

0 -0.215 | -0.1402 = 0.201 1

1,999 0.124 0.014 - 0.274 1
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Dataset for Logistic Regression
(768 Features)

The features are the output vectors of BERT for the [CLS] token (position #0)

features
0 1 -~ 767 label
(%] 1
1 0
1,999 1

Source: Jay Alammar (2019), A Visual Guide to Using BERT for the First Time,
http://jalammar.qgithub.io/a-visual-guide-to-using-bert-for-the-first-time/ 103
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labels = df[1]
train features, test features, train labels, test labels =
train test split(features, labels)

Step #2: Test/Train Split for model #2, logistic regression

Sentence Embeddings
0 1 = 767

- Y] 21 « 1402 - !

Training set

7K 0y vf v nlac
(o o1 examples

—

Sentence Embeddings

0 1 — 767

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/ 104
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Score Benchmarks
Logistic Regression Model
on SST-2 Dataset

# Training
lr clf = LogisticRegression()
lr clf.fit(train features, train labels)

#Testing
lr clf.score(test features, test labels)

# Accuracy: 81%

# Highest accuracy: 96.8%

# Fine-tuned DistilBERT: 90.7%
# Full size BERT model: 94.9%

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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Sentiment Classification: SST2
Sentences from movie reviews

sentence label

a stirring , funny and finally transporting re imagining of beauty and the beast 1
and 1930s horror films

apparently reassembled from the cutting room floor of any given daytime soap 0
they presume their audience won't sit still for a sociology lesson 0
this is a visually stunning rumination on love , memory, history and the war 1
between art and commerce

jonathan parker 's bartleby should have been the be all end all of the modern 1

office anomie films

http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
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A Visual Notebook to
Using BERT for the First Time

() A Visual Notebook to Using BERT for the First Time.ipynb o shae X
File Edit View Insert Runtime Tools Help Lastedited on Nov 26,2019

+ Code + Text # Copy to Drive Connect ~ 2" Editing

~ A Visual Notebook to Using BERT for the First TiIme.ipynb

i v.|sua.lly stunnln% That’s a positive thing to say
rumination on love
Reviewer #1 ’ -
T
o o

P\ Z

“reassembled from the cutting room , :
. . : That’s negative
floor of any given daytime soap

Reviewer #2

https://colab.research.google.com/github/jalammar/jalammar.github.io/blob/master/notebooks/bert/A Visual Noteboo
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Pre-trained Language Model (PLM)

Semi-supervised Sequence Learning

context2Vec
. Pre-trained seq2seq
e _
ULMFiT ELMo
GPT
Multiiingual Transformer Bidirectional LM
Larger model

MultiFiT More data

Cross-lingual Defense

» Grover

UDify T DNN

MASS Permutation LM
Knowledge |distillation UniLM s i )
VideoBERT
CBT
MEDNNen ViLBERT .
ERNIE VisualBERT - (Baidu)
(Tsinghua) B2T2 BLIERIET
SpanBERT XLNet o Unicoder-VL -Hm
RoBERTa Neural |entity linker LXMERT
VL-BERT
KnowBert UNITER By Xiozhi Wang & Zhengyan Zhang @THUNLP

https://github.com/thunlp/PLMpapers 108
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Turing Natural Language Generation
(T-NLG)

T-NLG

17b "=

17.5b
15b
12.5b
MegatronLM
10b 8.3b
o

GPT-2

1.5b ROBERTa
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https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-lanquage-model-by-microsoft/
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Outline

* Word Embeddings

* Recurrent Neural Networks for NLP
* Sequence-to-Sequence Models
 The Transformer Architecture

* Pretraining and Transfer Learning
e State of the art (SOTA)
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PTMs

Pre-trained Models (PTM)

CBOW, Skip-Gram [129]

Contextual?

Architectures

—[Non-ContextuaI

GloVe [133]

—[Comextual

HELMO (135], GPT [142), BERT [36] ]

—(LsT™

HLM-LSTM [30], Shared LSTM[109], ELMo [135], CoVe [126] j

—[Transformer Enc.

}—{ BERT [36]. SpanBERT [117], XLNet [209], RoBERTa [117] )

—(Transformer Dec.

—{Gpr (142), GPT2 (143] )

Task Types

MASS [160], BART [100]
XNLG [19], mBART [118]

—(Transformer
—[Supervised

CoVe [126]

ELMo [135], GPT [142], GPT-2 [143], UniLM [39] j

BERT (36], SpanBERT [117], RoBERTa [117], XLM-R [28] j

Unsupervised/
Self-Supervised

Seq2Seq MLM
XLNet [209]
BART [100]

TLM XLM [27]

MASS [160], TS [144]

)

CBOW-NS [129], ELECTRA [24] j

NSP )—(BERT [36], UniLM (39]

)

ALBERT [93], StructBERT [193] j
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Pre-trained Models (PTM)

—[Extensions )—

SentiLR [83], KEPLER [195], WKLM [202]

: ERNIE(THU) [214], KnowBERT [136], K-BERT [111]
—(Knowledge-Enrlched

XLU mBERT [36], Unicoder [68], XLM [27], XLM-R [28], MultiFit [42] j
—( Multilingual
XLG MASS [160], mBART [118], XNLG [19] j

(T . ERNIE(Baidu) [170], BERT-wwm-Chinese [29], NEZHA [198], ZEN [37]
ANguage-Speciiic BERTje [33], CamemBERT [125], FlauBERT [95], RobBERT [35]

VIiLBERT [120], LXMERT [175],
VisualBERT [103], B2T2 [2], VL-BERT [163]

— Multi-Modal VideoBERT [165], CBT [164]

SpeechBERT [22])

—[Domain-Speciﬁc HSemiLR [83], BioBERT [98], SciBERT [11], PatentBERT [97] )

—(Model Pruning HCompressingBERT [51] j

—(Quantization  }—{ Q-BERT [156], Q8BERT [211] |

—( Model Compression |—{ Parameter Sharing}—{ ALBERT [93] |

—(Distillation }—{ DistilBERT [152], TinyBERT [75]. MiniLM [194] )

—( Module Replacing}—{ BERT-of-Theseus [203] )

112



¥ Transformers Transformers

State-of-the-art Natural Language Processing
for TensorFlow 2.0 and PyTorch

e Transformers
— pytorch-transformers

— pytorch-pretrained-bert
* provides state-of-the-art general-purpose architectures

— (BERT, GPT-2, RoBERTa, XLM, DistilBert, XLNet, CTRL...)

— for Natural Language Understanding (NLU) and
Natural Language Generation (NLG)
with over 32+ pretrained models

in 100+ languages

and deep interoperability between
TensorFlow 2.0 and

PyTorch.

https://github.com/huggingface/transformers 113
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NLP Benchmark Datasets

Dataset

Link

Machine Translation

WMT 2014 EN-DE
WMT 2014 EN-FR

http://www-lium.univ-lemans.fr/~schwenk/cslm_joint_paper/

CNN/DM https://cs.nyu.edu/~kcho/DMQA/
T - Newsroom https://summari.e.:s/ . _
DUC https://www-nlpir.nist.gov/projects/duc/data.html
Gigaword https://catalog.ldc.upenn.edu/LDC2012T21
ARC http://data.allenai.org/arc/
CliCR http://aclweb.org/anthology/N18-1140
CNN/DM https://cs.nyu.edu/~kcho/DMQA/
Reading Comprehension NewsQA https://dataser.ma?uuba.com/NestA
Question Answering RACE http://wvufw.qlzhe)ge.corp/data/RACE_leaderboard
Question Generation SQuAD https://rajpurkar.github.io/SQuAD-explorer/
Story Cloze Test http://aclweb.org/anthology/W17-0906.pdf
NarativeQA https://github.com/deepmind/narrativeqa
Quasar https://github.com/bdhingra/quasar
SearchQA https://github.com/nyu-dl/SearchQA

Semantic Parsing

AMR parsing
ATIS (SQL Parsing)
WikiSQL (SQL Parsing)

https://amr.isi.edu/index.html
https://github.com/jkkummerfeld/text2sql-data/tree/master/data
https://github.com/salesforce/WikiSQL

Sentiment Analysis

IMDB Reviews
SST
Yelp Reviews
Subjectivity Dataset

http://ai.stanford.edu/~amaas/data/sentiment/
https://nlp.stanford.edu/sentiment/index.html
https://www.yelp.com/dataset/challenge
http://www.cs.cornell.edu/people/pabo/movie-review-data/

AG News http://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
. . DBpedia https://wiki.dbpedia.org/Datasets
e ClaSsieation TREC https://trec.nist.gov/data.html
20 NewsGroup http://qwone.com/~jason/20Newsgroups/
SNLI Corpus https://nlp.stanford.edu/projects/snli/
Natural Language Inference MultiNLI https://www.nyu.edu/projects/bowman/multinli/
SciTail http://data.allenai.org/scitail/
. . Proposition Bank http://propbank.github.io/
semaniiclRole Labeling OneNotes https://catalog.ldc.upenn.edu/LDC2013T19

Source: Amirsina Torfi, Rouzbeh A. Shirvani, Yaser Keneshloo, Nader Tavvaf, and Edward A. Fox (2020).
"Natural Language Processing Advancements By Deep Learning: A Survey." arXiv preprint arXiv:2003.01200.
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Question Answering

(QA)
SQUAD

Stanford Question Answering Dataset




SQuUAD

SQUADZ2.0

Home Explore 2.0

The Stanford Question Answering Dataset

What is SQUAD?

Stanford Question Answering Dataset (SQUAD) is a
reading comprehension dataset, consisting of questions
posed by crowdworkers on a set of Wikipedia articles,
where the answer to every question is a segment of text,
or span, from the corresponding reading passage, or the
question might be unanswerable.

SQuAD2.0 combines the 100,000 questions in SQUAD1.1
with over 50,000 unanswerable questions written
adversarially by crowdworkers to look similar to
answerable ones. To do well on SQUAD2.0, systems must
not only answer questions when possible, but also
determine when no answer is supported by the paragraph
and abstain from answering.

Leaderboard

Explore 1.1

SQUADZ2.0 tests the ability of a system to not only answer reading comprehension
guestions, but also abstain when presented with a question that cannot be answered

based on the provided paragraph.
Rank Model EM

Human Performance 86.831
Stanford University
(Rajpurkar & Jia et al. '18)

9! SA-Net on Albert (ensemble) 90.724
QUANXIN

) SA-Net-V2 (ensemble) 90.679
QUANXIN

) Retro-Reader (ensemble) 90.578

https://rajpurkar.github.io/SQuAD-explorer/

F1

89.452

93.011

92.948

92.978

116


https://rajpurkar.github.io/SQuAD-explorer/

SQuUAD

SQuAD: 100,000+ Questions for Machine Comprehension of Text

Pranav Rajpurkar and Jian Zhang and Konstantin Lopyrev and Percy Liang
{pranavsr, zjian, klopyrev,pliang}@cs.stanford.edu
Computer Science Department
Stanford University

Abstract

We present the Stanford Question Answer-
ing Dataset (SQuAD), a new reading compre-
hension dataset consisting of 100,000+ ques-
tions posed by crowdworkers on a set of
Wikipedia articles, where the answer to each
question is a segment of text from the cor-
responding reading passage. We analyze the
dataset to understand the types of reason-
ing required to answer the questions, lean-
ing heavily on dependency and constituency
trees. We build a strong logistic regression
model, which achieves an F1 score of 51.0%,
a significant improvement over a simple base-
line (20%). However, human performance
(86.8%) is much higher, indicating that the
dataset presents a good challenge problem for
future research. The dataset is freely available
at https://stanford-qa.com.

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called “showers”.

What causes precipitation to fall?
gravity

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?
graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud

Figure 1: Question-answer pairs for a sample passage in the
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SQuUAD (Question Answering)
Q: What causes precipitation to fall?

Precipitation

From Wikipedia, the free encyclopedia

For other uses, see Precipitation (disambiguation).

In meteorology, precipitation is any product of the condensation of atmospheric water
vapor that falls under gravity from clouds.!?! The main forms of precipitation include drizzle,
rain, sleet, snow, ice pellets, graupel and hail. Precipitation occurs when a portion of the
atmosphere becomes saturated with water vapor (reaching 100% relative humidity), so that
the water condenses and "precipitates". Thus, fog and mist are not precipitation but
suspensions, because the water vapor does not condense sufficiently to precipitate. Two
processes, possibly acting together, can lead to air becoming saturated: cooling the air or
adding water vapor to the air. Precipitation forms as smaller droplets coalesce via collision
with other rain drops or ice crystals within a cloud. Short, intense periods of rain in scattered

locations are called "showers."[°]

https://en.wikipedia.org/wiki/Precipitation 118
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What causes precipitation to fall?
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What is another main form of precipitation besides
drizzle, rain, snow, sleet and hail?

A: graupel
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: Where do water droplets collide with ice crystals to form
precipitation?
A: within a cloud
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the condensation of
atmospheric water vapor that falls under gravity. The main forms of
precipitation include drizzle, rain, sleet, snow, graupel and hail...
Precipitation forms as smaller droplets coalesce via collision with other
rain drops or ice crystals within a cloud. Short, intense periods of rain in

scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity

Q: What is another main form of precipitation besides drizzle, rain, snow,
sleet and hail?

A: graupel

Q: Where do water droplets collide with ice crystals to form precipitation?

A: within a cloud
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Natural Language Processing with Python
— Analyzing Text with the Natural Language Toolkit

& > C  ® www.nltk.org/book/

This version of the NLTK book is updated for Python 3 and NLTK 3. The first edition of the book, published by O'Reilly, is available at
http://nltk.org/book led/.(There are currently no plans for a second edition of the book.)

Natural Language Processing with Python

— Analyzing Text with the Natural Language Toolkit

Steven Bird, Ewan Klein, and Edward Loper

0. Preface

. Language Processing and Python
. Accessing Text Corpora and Lexical Resources

. Processing Raw Text
. Writing Structured Programs

. Categorizing and Tagging Words (minor fixes still required)

. Learning to Classify Text
. Extracting Information from Text
. Analyzing Sentence Structure

. Building Feature Based Grammars
10. Analyzing the Meaning of Sentences (minor fixes still required)

11. Managing Linguistic Data (minor fixes still required)

12. Afterword: Facing the Language Challenge

Bibliography
Term Index

OO0~ PHhWN =

This book is made available under the terms of the Creative Commons Attribution Noncommercial No-Derivative-Works 3.0 US License.
Please post any questions about the materials to the nltk-users mailing list. Please report any errors on the issue tracker.

http://www.nltk.org/book/
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Fastest in the world

spaCy excels at large-scale information
extraction tasks. It's written from the
ground up in carefully memory-managed
Cython. Independent research has
confirmed that spaCy is the fastest in the
world. If your application needs to
process entire web dumps, spaCy is the
library you want to be using.

spaCy

Get things done

spaCy is designed to help you do real
work — to build real products, or gather
real insights. The library respects your
time, and tries to avoid wasting it. It's
easy to install, and its APl is simple and
productive. | like to think of spaCy as the
Ruby on Rails of Natural Language
Processing.

https://spacy.io/

HOME USAGE APl DEMOS BLOG )

Industrial-Strength
Natural Language
Processing

in Python

Deep learning

spaCy is the best way to prepare text for
deep learning. It interoperates
seamlessly with TensorFlow, Keras,
Scikit-Learn, Gensim and the rest of

Python's awesome Al ecosystem. spaCy
helps you connect the statistical models
trained by these libraries to the rest of
your application.
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gensim

wad
gensim o

. . Direct install with:
Gopic modelling for humans U casy_install U gensim
Home Tutorials Install Support API About

from gensim import corpora, models, similarities G e n Si m iS a F RE E Pyth On I i b ra ry

# Load corpus iterator from a Matrix Market file on disk.
corpus = corpora.MmCorpus('/path/to/corpus.mm') o Scalable statistical semantics

# Initialize Latent Semantic Indexing with 200 dimensions.
1si = models.LsiModel(corpus, num_topics=200) o Analyze plain-text documents for semantic structure
# Convert another corpus to the Latent space and index it.
index = similarities.MatrixSimilarity(lsi[another_corpus])

o Retrieve semantically similar documents

# Compute similarity of a query vs. indexed documents
sims = index[query]

https://radimrehurek.com/gensim/ 126
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TextBlob

C)star 3,777

TextBlob is a Python (2 and 3)
library for processing textual
data. It provides a consistent
API for diving into common
natural language processing
(NLP) tasks such as part-of-
speech tagging, noun phrase
extraction, sentiment analysis,
and more.

Useful Links

TextBlob @ GitHub
Issue Tracker

Stay Informed

) Follow @sloria

Donate

If you find TextBlob useful,

TextBlob

TextBlob: Simplified Text
Processing

Release v0.12.0. (Changelog)

TextBlob is a Python (2 and 3) library for processing textual data. It provides a simple
API for diving into common natural language processing (NLP) tasks such as part-of-
speech tagging, noun phrase extraction, sentiment analysis, classification, translation,
and more.

from textblob import TextBlob

text = '

The titular threat of The Blob has always struck me as the ultimate movie
monster: an insatiably hungry, amoeba-like mass able to penetrate
virtually any safeguard, capable of-—as a doomed doctor chillingly
describes it—-"assimilating flesh on contact.

Snide comparisons to gelatin be damned, it's a concept with the most
devastating of potential consequences, not unlike the grey goo scenario
proposed by technological theorists fearful of

artificial intelligence run rampant.

blob = TextBlob(text)
blob.tags # [('The', 'DT'), ('titular', 'JJ'),
# ('threat', 'NN'), ('of', 'IN'), ...]

blob.noun_phrases # WordList(['titular threat', 'blob',
# 'ultimate movie monster',
# 'amoeba-like mass', ...])

for sentence in blob.sentences:
print(sentence.sentiment.polarity)
# 0.060

https://textblob.readthedocs.io 127
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Polyglot

A polyglot

Docs » Welcome to polyglot's documentation! O Edit on GitHub

Installation

Language Detection p01y910t

Tokenization

Command Line Interface downloads |17k/month | pypi package |16.7.4 | build passing

Downloading Models

Welcome to polyglot’s documentation!

Word Embedines Polyglot is a natural language pipeline that supports massive multilingual applications.

SRl L TR o Free software: GPLv3 license

Named Entity Extraction « Documentation: http:/polyglot.readthedocs.org.
Morphological Analysis

Transliteration Features

Sentiment
o Tokenization (165 Languages)

o Language detection (196 Languages)

o Named Entity Recognition (40 Languages)
o Part of Speech Tagging (16 Languages)

o Sentiment Analysis (136 Languages)

e Word Embeddings (137 Languages)

e Morphological analysis (135 Languages)

o Transliteration (69 Languages)

polyglot

https://polyglot.readthedocs.io/ 128
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1F TensorFlow

Text Classification with TF Hub

1F TensorFlow Install Learn v APl ~ Resources ¥ More ¥ Q_ Search Language ~

Overview Tutorials Guide TF1

TensorFlow tutorials
Quickstart for beginners

Quickstart for experts
BEGINNER

ML basics with Keras
Basic image classification
Text classification with TF Hub

Text classification with
preprocessed text

Regression
Overfit and underfit

Save and load

Load and preprocess data
Ccsv
NumPy
pandas.DataFrame
Images
Text
Unicode
TF.Text
TFRecord and tf.Example
Additional formats with tf.io [/}

TensorFlow > Learn > TensorFlow Core > Tutorials ﬁ{{,{jﬁ{ﬁi}

Text classification with TensorFlow Hub: Movie
reviews

Run in Google View source on Download
Colab GitHub == notebook

This notebook classifies movie reviews as positive or negative using the text of the review. This is
an example of binary—or two-class—classification, an important and widely applicable kind of
machine learning problem.

The tutorial demonstrates the basic application of transfer learning with TensorFlow Hub and Keras.

We'll use the IMDB dataset that contains the text of 50,000 movie reviews from the Internet Movie
Database. These are split into 25,000 reviews for training and 25,000 reviews for testing. The
training and testing sets are balanced, meaning they contain an equal number of positive and
negative reviews.

This notebook uses tf keras, a high-level API to build and train models in TensorFlow, and
TensorFlow Hub, a library and platform for transfer learning. For a more advanced text classification
tutorial using tf.keras, see the MLCC Text Classification Guide.

€ D

from __future__ import absolute_import, division, print_function, unicode_literals

https://www.tensorflow.org/tutorials/keras/text classification with hub

GitHub  Signin

Contents

Download the
IMDB dataset

Explore the data
Build the model

Loss function
and optimizer

Train the model
Evaluate the model

Further reading
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1F TensorFlow

Text Classification with Pre Text

1 TensorFlow

TensorFlow tutorials
Quickstart for beginners

Quickstart for experts
BEGINNER

ML basics with Keras
Basic image classification
Text classification with TF Hub

Text classification with
preprocessed text

Regression
Overfit and underfit

Save and load

Load and preprocess data
Ccsv
NumPy
pandas.DataFrame
Images
Text
Unicode
TF.Text
TFRecord and tf.Example
Additional formats with tf.io [/

Estimator

Install

Learn ¥ APl ¥

Q, Search

Resources ¥ More ¥

TensorFlow > Learn > TensorFlow Core > Tutorials

Text classification with preprocessed text: Movie
reviews

Download
= notebook

Run in Google View source on
Colab GitHub

This notebook classifies movie reviews as positive or negative using the text of the review. This is
an example of binary—or two-class—classification, an important and widely applicable kind of
machine learning problem.

We'll use the IMDB dataset that contains the text of 50,000 movie reviews from the Internet Movie
Database. These are split into 25,000 reviews for training and 25,000 reviews for testing. The
training and testing sets are balanced, meaning they contain an equal number of positive and
negative reviews.

This notebook uses tf.keras, a high-level API to build and train models in TensorFlow. For a more
advanced text classification tutorial using tf.keras, see the MLCC Text Classification Guide.

Setup

€ 0

from __future__ import absolute_import, division, print_function, unicode_literals

https://www.tensorflow.org/tutorials/keras/text classification

Language ~

W WW W

GitHub  Signin

Contents
Setup

Download the
IMDB dataset

Try the encoder
Explore the data

Prepare the data
for training

Build the model
Hidden units

Loss function
and optimizer

Train the model
Evaluate the model

Create a graph of
accuracy and loss
over time
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Text Classification
IMDB Movie Reviews

https://colab.research.google.com/drive/1x16h1GhHsLIrLYtPCvCHaoO1W-i gror

& tf02_basic-text-classification.ipynb
Bl COMMENT 2% SHARE o

File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL ¥ CELL CONNECT ~ /2 EDITING A

Table of contents Code snippets Files X

) Copyright 2018 The TensorFlow Authors.
Copyright 2018 The TensorFlow Authors. .
L 2 cells hidden
Licensed under the Apache License,
Version 2.0 (the "License");

~ Text classification with movie reviews

MIT License

Text classification with movie reviews ™ O
’ View on TensorFlow.org Run in Google Colab View source on GitHub

Download the IMDB dataset
This notebook classifies movie reviews as positive or negative using the text of the review. This is an example of binary—or two-class—

Explore the data classification, an important and widely applicable kind of machine learning problem.

We'll use the IMDB dataset that contains the text of 50,000 movie reviews from the Internet Movie Database. These are split into 25,000
reviews for training and 25,000 reviews for testing. The training and testing sets are balanced, meaning they contain an equal number of
positive and negative reviews.

Convert the integers back to
words

Prepare the data This notebook uses tf.keras, a high-level API to build and train models in TensorFlow. For a more advanced text classification tutorial using
tf.keras, see the MLCC Text Classification Guide.

Build the model

# memory footprint support libraries/code :
!1n -sf /opt/bin/nvidia-smi /usr/bin/nvidia-smi

!pip install gputil

!pip install psutil

Hidden units ° %
g
4
5 !pip install humanize
6
il
8

Loss function and optimizer

import psutil
import humanize
import os
9 import GPUtil as GPU
Train the model 10 GPUs = GPU.getGPUs()
11 gpu = GPUs[0]
Evaluate the model e e e i

https://colab.research.google.com/qgithub/tensorflow/docs/blob/master/site/en/tutorials/keras/basic text classification.ipynb 131
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https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/keras/basic_text_classification.ipynb

Papers with Code

State-of-the-Art (SOTA)

[|||||] Search for papers, code and tasks Q

Browse State-of-the-Art

122 1509 leaderboards « 1327 tasks « 1347 datasets « 17810 papers with code

Follow on ¥ Twitter for updates

Computer Vision
Semantic e Image
i e L] Sy o
Segmentation im==mm  Classification
e

I 33 leaderboards I 52 leaderboards

667 papers with code 564 papers with code

» See all 707 tasks

Natural Language Processing

- Machine o Language
:E Translation mpmll  Modelling

Object
= Detection

I 54 leaderboards

467 papers with code

Question
Answering

% Follow 4 Discuss

Image
Generation

I 51 leaderboards

231 papers with code

Sentiment
Analysis

https://paperswithcode.com/sota

Trends About

Pose
Estimation

I 40 leaderboards

231 papers with code

Text
Generation

Log In/Register
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Aurélien Géron (2019),
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:

Concepts, Tools, and Techniques to Build Intelligent Systems, 2nd Edition
O’Reilly Media, 2019

OREILLY’ %#Z?Z%
Hands-on "

Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron

https://github.com/ageron/handson-mi2

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/ 133
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https://github.com/ageron/handson-ml2

Hands-On Machine Learning with
Scikit-Learn, Keras, and TensorFlow

Notebooks

1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification Leaming with

4.Iraining Models Scikit-Learn, Keras
& TensorFloyy 7
CONCEPTS, TOOLS, AND TECHNIQUES i!.&

5.Support Vector Machines
6.Decision Trees Rs S oS 2l
7.Ensemble Learning and Random Forests ‘9
8.Dimensionality Reduction

9.Unsupervised Learning Techniques

10.Artificial Neural Nets with Keras

11.Training Deep Neural Networks

12.Custom Models and Training with TensorFlow
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v Text Classification: IMDB Movie Review

¢ Source: https://www.tensorflow.org/tutorials/keras/text_classification_with_hub

A

[1]

[2]

[31

==

1 !pip install -gq tensorflow-hub
2 !pip install -g tensorflow-datasets

import os
import numpy as np

import tensorflow as tf
import tensorflow_hub as hub
import tensorflow_datasets as tfds

print("Version: ", tf._ version_ )
print("Eager mode: ", tf.executing_ eagerly())
print("Hub version: ", hub._version_ )

print("GPU is", "available" if tf.config.list_physical_devices("GPU") else "NOT AVAILABLE")

H O W oo o0 U & WN -

Version: 2.4.1

Eager mode: True
Hub version: 0.12.0
GPU is available

1 # Split the training set into 60% and 40% to end up with 15,000 examples

2 # for training, 10,000 examples for validation and 25,000 examples for testing.
3 train_data, validation_data, test_data = tfds.load(

4 name="imdb_reviews",
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¢ Huggingface Transformers: https://github.com/huggingface/transformers

File Edit View Insert Runtime Tools Help All changes saved
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2 Editing A

[18]

[

[11]

[12]

1 !pip install transformers

1 from transformers import pipeline
2 classifier = pipeline('sentiment-analysis')

3 classifier('We are very happy to introduce pipeline to the transformers repository.')

Downloading: 100% | 629/629 [00:00<00:00, 1.31kBs]

Downloading: 100% [ 268M/268M [00:05<00:00, 46.9MB/s]

Downloading: 100% [ 232k/232k [00:01<00:00, 159kB/s]
Downloading: 100% | 48.0/48.0 [00:00<00:00, 522B/s]

[{'label': 'POSITIVE', 'score': 0.9996980428695679}]

1 classifier('This movie is very good.')

[{'label': 'POSITIVE', 'score': 0.9998621940612793}]

1 classifier('This movie is very boring.')

[{'label': 'NEGATIVE', 'score': 0.999795138835907}]
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Mall Customer Segmentation

Machine Learning with scikit-
learn

Classification and Prediction

Support Vector Machine
(SVMm)

Random Forest
K-Means Clustering
Deep Learning
Image Classification

Text Classification: IMDB
Movie Review

Deep Learning for Financial Time
Series Forecasting

Portfolio Optimization and
Algorithmic Trading

Investment Portfolio
Optimisation with Python

Efficient Frontier Portfolio
Optimisation in Python

Investment Portfolio
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1 # from transformers import pipeline
2 question_answerer = pipeline(/'question-answering')
3 question_answerer({'question': 'What is the name of the repository ?°',

4 'context': 'Pipeline has been included in the huggingface/transformers repository'})
5
[» {'answer': 'huggingface/transformers’,
'end': 58,
'score': 0.309702068567276,
'start': 34}
[24] 1 ontext = '''In meteorology, precipitation is any product of the condensation of atmospheric water vapor
2 'ontext
'In meteorology, precipitation is any product of the condensation of atmospheric water vapor that falls und
er gravity. The main forms of precipitation include drizzle, rain, sleet, snow, graupel and hail... Precipi
tation forms as smaller droplets coalesce via collision with other rain drops or ice crystals within a clou
d. Short, intense periods of rain in scattered locations are called "showers".'
[25] 1 question_answerer({'question': 'Where do water droplets collide with ice crystals to form precipitation?
2 'context': context})
{'answer': 'within a cloud’,
'end': 321,
'score': 0.5175967812538147,
'start': 307}
[28] 1 question_answerer({'question': 'What causes precipitation to fall?',

2 'context': context})
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RAM 1

‘= Table of contents ¥ | Teds ®ied v Disk ma— ~ | # Ediing | A
pos Text Clustering
semantic Analysisand Named  + Deep Learning and Universal Sentence-Embedding Models
- Entity Recognition (NER)
Semantic Analysis "N eooB /2B
?;gfd Entity'Recognition ~ Universal Sentence Encoder (USE)
Sentiment Analysis * Source: Universal Sentence Encoder: https://tfhub.dev/google/universal-sentence-encoder/4

Sentiment Analysis -
Unsupervised Lexical

[ 1 1 import tensorflow as tf
Sentiment Analysis - 2 import tensorflow_hub as hub
Supervised Machine 3 import numpy as np
Learning 4 import pandas as pd
Sentiment Analysis - Shmpe s os
Supervised Deep Learning 6 import re
Models 7 import matplotlib.pyplot as plt
. . 8 import seaborn as sns
Sentiment Analysis - 9

Advanced Deep Learning

10 module url = "https://tfhub.dev/google/universal-sentence-encoder/4"
Deep Learning and Universal 11 #"https://tfhub.dev/google/universal-sentence-encoder-large/5"
Sentence-Embedding Models 12 model = hub.load(module url)

’ 13 print ("module %s loaded" % module url)
Universal Sentence Encoder ) =
(USE) 14 def embed(input):
15 return model(input)
Universal Sentence Encoder
Multilingual (USEM) [»> module https://tfhub.dev/google/universal-sentence-encoder/4 loaded

Data Visualization

[ 1 1 word = "Elephant"
Section 2 sentence = "I am a sentence for which I would like to get its embedding."
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