4 ‘ﬂ Tamkan ( ~
s AT EXANH &
(Al for Text Analytics) 7 "

XA ER  BRETRE

(Foundations of Text Analytics:
Natural Language Processing; NLP)

1091AITAO2
MBA, IMTKU (M2455) (8418) (Fall 2020)
Thu 3, 4 (10:10-12:00) (B206)

Min-Yuh Day

y BEH

L%+ Associate Professor

| | &l #3%

Institute of Information Management, National Taipei University
BB RE BREERIA % [=]

https://web.ntpu.edu.tw/~myday
2020-09-24 El [
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F42 K4 (Syllabus)

Bk (Week) B #f (Date) ™M % (Subject/Topics)
12020/09/17 AT & L RS2 48
(Course Orientation on Artificial Intelligence for Text Analytics)

22020/09/24 X A Hamlé © B RET R HE

(Foundations of Text Analytics: Natural Language Processing; NLP)
32020/10/01 + #k & (Mid-Autumn Festival) #%{& — X (Day off)
4 2020/10/08 Python g k&= Kk 1

(Python for Natural Language Processing)

52020/10/15 j& 32 Fu3F A2 ST A
(Processing and Understanding Text)

62020/10/22 X AR FEHFH IR
(Feature Engineering for Text Representation)



F42 K4 (Syllabus)

B & (Week) B #p (Date) P % (Subject/Topics)
72020/10/29 AT E XA AT B EAH T |
(Case Study on Artificial Intelligence for Text Analytics I)

82020/11/05 X A& /- #a

(Text Classification)
92020/11/12 X A~F & A X AR A

(Text Summarization and Topic Models)
10 2020/11/19 #g P K % (Midterm Project Report)

11 2020/11/26 S AAR L B Fu 5
(Text Similarity and Clustering)

12 2020/12/03 3& & 5 # Fo4p & F #8357
(Semantic Analysis and Named Entity Recognition; NER)



F42 K4 (Syllabus)

Bk (Week) B #f (Date) ™M % (Subject/Topics)
13 2020/12/10 15 B 70 #7

(Sentiment Analysis)
14 2020/12/17 AT E X Ko # B EHFF

(Case Study on Artificial Intelligence for Text Analytics Il)
152020/12/24 RE S B A0 A o) T AL

(Deep Learning and Universal Sentence-Embedding Models)
16 2020/12/31 A& A2 1 #3535 A 4

(Question Answering and Dialogue Systems)
17 2021/01/07 #f Kk #k % | (Final Project Presentation 1)

18 2021/01/14 #f Rk #k % Il (Final Project Presentation Il)



Outline

* Text Analytics and Text Mining

* Natural Language Processing (NLP)
* Text Analytics with Python



Text Analytics
(TA)



Text Mining
(TM)



Natural
Language
Processing

(NLP)




Artificial Intelligence

(Al)



Text Analytics and Text Mining

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
S S DM BI X

0 % ®® *,* L JUR 4
— — »———1970s —>—1980s >—1990s ——>—2000s ———>—2010s — — >

Decision Support Systems » Enterprise/Executive IS Business Intelligence ‘Big Data -

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson 11



Business Analytics

Business Analytics
! |
' |
| |
| Predictive Prescriptive l
: l ’

| !
. ! !
|5 What happened? | What will happen? What should | do? I
. @ What is happening? | Why will it happen? Why should | do it? |
| 8 | |
| ! S -~ !

I I
: v v Business reporting : | ¥ Data mining : v/ Optimization :
: % v Dashboards N4 Text mining : v’ Simulation |
| @ v’ Scorecards : I v Web/media mining | v Decision modeling :
: W v Data warehousing Y Forecasting | v Expert systems |
| : e e e e e e o oEm - :
: O | |
= Well-defined : Accurate projections Best possible :
| S business problems | of future events and business decisions |
| g and opportunities : outcomes and actions :
|
Lo /A\ ___________________________________ /}
. AN

e N
Business Intelligence Advanced Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Text Analytics
and
Text Mining




Dipanjan Sarkar (2019),
Text Analytics with Python:

A Practitioner’s Guide to Natural Language Processing,
Second Edition. APress.

Text Analyt|cs

with Python

A Practitioner’s Guide to
Natural Language Processing

Second Edition

Dipanjan Sarkar

Apress’

https://www.amazon.com/Text-Analytics-Python-Practitioners-Processing/dp/1484243536
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https://www.amazon.com/Text-Analytics-Python-Practitioners-Processing/dp/1484243536

Benjamin Bengfort, Rebecca Bilbro, and Tony Ojeda (2018),
Applied Text Analysis with Python:

Enabling Language-Aware Data Products with Machine Learning,
O’Redilly.

Text Analysis
Wlth Python

!M-F ING A tA ARE DATA PR
H MA( lfA

Benjamin Bengfort,
Rebecca Bilbro & Tony Ojeda

Source: https://www.amazon.com/Applied-Text-Analysis-Python-Language-Aware/dp/1491963042
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https://www.amazon.com/Applied-Text-Analysis-Python-Language-Aware/dp/1491963042

Charu C. Aggarwal (2018),

Machine Learning for Text,
Springer

... Charu C. Aggarwal

Machine Learning
forfext . #

https://www.amazon.com/Machine-Learning-Text-Charu-Aggarwal/dp/3319735306
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https://www.amazon.com/Machine-Learning-Text-Charu-Aggarwal/dp/3319735306

Gabe Ignatow and Rada F. Mihalcea (2017),
An Introduction to Text Mining:

Research Design, Data Collection, and Analysis,

SAGE Publications.

® P e
g & & 3

Gabe Ignatow
Rada Mxhalcea
‘ An Introauctlon to
|

) @ M1NING g

! Research Design,
{ Data Collection, and Analysis l

e 0 @
3@@@@

Source: https://www.amazon.com/Introduction-Text-Mining-Research-Collection/dp/1506337007
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https://www.amazon.com/Introduction-Text-Mining-Research-Collection/dp/1506337007

Rajesh Arumugam (2018),

Hands-On Natural Language Processing
with Python:

A practical guide to applying deep learning architectures to your
NLP applications, Packt

'Nna'ttkl:ral Language
Processing
with Python

A practical guide 10 applying deep learning architectures

https://www.amazon.com/Hands-Natural-Language-Processing-Python/dp/178913949X

18


https://www.amazon.com/Hands-Natural-Language-Processing-Python/dp/178913949X

Text Analytics

* Text Analytics =
Information Retrieval +
Information Extraction +
Data Mining +
Web Mining

* Text Analytics =
Information Retrieval +
Text Mining



Text Mining
* Text Data Mining

* Knowledge Discovery in
Textual Databases



Text Mining Technologies

Statistics

Database
Systems

Natural
Language
Processing

Machine
Learning

\/

Information
Retrieval

\ 4

Text Mining

A

Pattern
Recognition

Visualization

Algorithms

Applications

High-
performance
Computing

21



Application Areas of Text Mining

Information extraction
Topic tracking
Summarization
Categorization
Clustering

Concept linking
Question answering

22



Text-Based Deception-Detection
Process

Statements
Transcribed for
Processing
Statements Labeleq as Cues Extracted
Truthful or Deceptive
& Selected
by Law Enforcement
Classification Models Text Processing
Trained and Tested Software-ldentified
on Quantified Cues Cues in Statements

Text Processing
Software-Generated
Quantified Cues

23

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Multilevel Analysis of Text for
Gene/Protein Interaction Identification
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Context Diagram for the
Text Mining Process

~™ Software/hardware limitations

~™ Privacy issues
™ Linguistic limitations

Y Y Y B
;Unstr'uctured data (text) BN Context-specific knowledge N
>

> knowledge

from available
;Str‘uctured data (databases) data sources

>

AO

Domain expertise
~“Tools and techniques

25

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



The Three-Step/Task
Text Mining Process

Task 1

Establish the Corpus:
Collect and organize
the domain-specific

unstructured data

Task 2

Create the Term-
Document Matrix:
Introduce structure

Task 3

Extract Knowledge:
Discover novel
patterns from the

e

The inputs to the process

include a variety of relevant
unstructured (and semi-
structured) data sources such as
text, XML, HTML, etc.

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson

to the corpus T-D matrix
i T A T Knowledge
N ; Feedback / \ ; Feedback / E

The output of Task 1 is a
collection of documents in
some digitized format for
computer processing

The output of Task 2 is a flat The output of Task 3 is a
file called a term-document number of problem-specific
matrix where the cells are classification, association,
populated with the term clustering models and
frequencies visualizations

26



Term—Document Matrix

N 0
Terms S oe* Q\a<\,(><;,e<“ ee@(\%&‘ .
& oC° ‘,\N")( 6\09«\
Documents W o g e N

Document 1 1 1
Document 2 1
Document 3 3 1
Document 4 1
Document 5 2 1
Document 6 1 1

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Emotions

XE o j

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 28




o0 Example of Opinion:

o0
review segment on iPhone

“I bought an iPhone a few days ago.

It was such a nice phone.
The touch screen was really cool.
The voice quality was clear too.

However, my mother was mad with me as | did not tell
her before | bought it.

She also thought the phone was too expensive, and
wanted me to return it to the shop. ... ”

29



Example of Opinion:
review segment on iPhone

“(1) | bought an iPhone a few days ago.

(2) It was such a nice phone.

® O  +Positive

(3) The touch screen was really cool. N, Opinior

(4) The voice quality was clear too.

(5) However, my mother was mad with me as | did not
tell her before | bought it.

(6) She also thought the phone was too expensive, and
wanted me to return it to the shop. ... B Nooative
A) Opinion

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 30



A Multistep Process to Sentiment Analysis

Textual Data
|
A statement
Step 1
Calculate the
0O—S Polarity
Lexicon
L Is there a
No sentiment? Yes )
0-S
Yes Polarity
measure
Step 2
Calculate the N—pP | N—P Polarity
Polarity of the | Y
- sentiment
Lexicon Record the
—>| Polarity, Strength,
Y —>| and the Target
of the sentiment
Step 3
Identify the
target for the Target
sentiment
Y Y Y
Step 4

Tabulate & aggregate
the sentiment
analysis results

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Sentiment
Analysis

_—_—_—q

ﬁ__________________

gl HEEI = =N I I IS = S -

Sentiment Analysis

Subjectivity
Classification

Sentiment
Classification

Review
Usefulness
L Measurement )

Opinion Spam
Detection

\, A

( )

Lexicon
Creation

Aspect

Extraction

T \
LP: Application |

Polarity
Determination

~
Vagueness
resolution in
opinionated
. text

i Multi- & Cross—w
Lingual SC

\ 7

Cross-domain

™Y
|

SC

_—-

I Il I I S S S S -y

Approaches

Ontology based

Non-Ontology

based
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Sentiment Classification Techniques

. Decision Tree

Sentiment
Analysis

>

4 )
Machine

Learning

Approach
\. /

4 )
Lexicon-

based

Supervised
Learning

L Unsupervised

Learning

4 . . )
Dictionary-
based

Approach
. J

~ Classifiers |

Linear
~ Classifiers

Rule-based
] Classifiers )

" Probabilistic

Approach

\. J/

Corpus-based
Approach

~ Classifiers

Statistical

Semantic
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P-N Polarity and
S—-0 Polarity Relationship

Subjective (S)

Positive (P)
(+)

_ Negative (N)

P—N Polarity (—)

S—0 Polarity

Objective (O)
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Taxonomy of Web Mining

| Data !| Text I
« Mining I Mining |
\, : .
Web Mining
Web Content Mining Web Structure Mining Web Usage Mining
Source: unstructured Source: the unified Source: the detailed
textual content of the resource locator (URL) description of a Web
|"— "~ Web pages (usually in  — - — links contained in the - — | wsite's visits (sequence [ — - —.
] HTML format) Web pages of clicks by sessions)
I
I
] Search Engines Sentiment Analysis Semantic Webs Web Analytics

| Page Rank J_L Information Retrieval J_L Graph Mining J_L Social Analytics J_LCIickstream Analysis

| | Search Engine Optimization Social Network Analysis Social Media Analytics Weblog Analysis

| L Marketing Attribution J [Customer Analytich LSBU Customer ViewJ [ Voice of the Customer J

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Structure of a
Typical Internet Search Engine

~ O Web Crawler Cn
) O N2 Wy,
ge?)e( 3 Query Analyzer O‘/e,.fs@a 0“\)2«\ u, e/Zg e
G SRR Scheduler
2 ——————
S &
g Cashed/Indexed | 2
S | Documents DB
Responding Cycle Development Cycle

World Wide Web

o) o)
& 2
o A, 2
N Ve (0% a”
Document & oe® Ry, SSse Document o 98

Matcher/Ranker \/‘(’" Q Indexer

36
Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Web Usage Mining
(Web Analytics)

 Web usage mining (Web analytics)
is the extraction of useful information
from data generated
through Web page visits and transactions.

* Clickstream Analysis

37



Extraction of Knowledge from

Web Usage Data

<
Website
User/
Customer
&
A

Weblogs

a

Preprocess Data
Collecting
Merging
Cleaning
Structuring
- Ildentify users
- ldentify sessions
- ldentify page views

- |dentify visits

p
Extract Knowledge

Usage patterns
User profiles
Page profiles
Visit profiles
Customer value

S 18-24 25-04 35-44 45-54

a5+

How to improve the Web site

t How to better the data

|

How to increase the customer value

\

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Social Analytics

e Social analytics is defined as
monitoring, analyzing,
measuring and interpreting
digital interactions and
relationships of people, topics, ideas and
content.

39



Branches of Social Analytics

-

-

Social Analytics

~

-

J

\_

Social Network Analysis
(SNA)

~

J

-

Social Media Analytics

J
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Text Mining
Technologies



Text Mining
(TM)

Natural Language Processing
(NLP)



Text Mining Concepts

85-90 percent of all corporate data is in some kind of
unstructured form (e.g., text)

Unstructured corporate data is doubling in size every
18 months

Tapping into these information sources is not an option,
but a need to stay competitive

Answer: text mining

— A semi-automated process of extracting knowledge from
unstructured data sources

— a.k.a. text data mining or knowledge discovery in textual
databases

43



Text mining

Text Data Mining

Intelligent Text Analysis

Knowledge-Discovery in Text (KDT)




Text Mining
(text data mining)

the process of
deriving
high-quality information
from text



http://en.wikipedia.org/wiki/Text_mining

Text Mining:
the process of extracting
interesting and non-trivial

information and knowledge
from unstructured text.



Text Mining:
discovery by computer of
new, previously
unknown information,
by automatically

extracting information
from different written resources.



An example of Text Mining

Analyze Text

Information
Extraction

Classification

J/
B
. 4
<

Ve

\.

Retrieve
and

preprocess
document

Summarization

~

Clustering

3

|

Document
Collection

—
]

Management
Information
System

~N . 000

Knowledge

-
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Overview of
Information Extraction based
Text Mining Framework

—

| N
Text Information
ex Extraction DB
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Natural Language Processing (NLP)

* Natural language processing (NLP)
is an important component of
text mining and
Is a subfield of
artificial intelligence and
computational linguistics.

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Natural Language Processing (NLP)
and Text Mining

Raw text ‘

Sentence Segmentation

Tokenization

|
|
Part-of-Speech (POS) |
Stop word removal |

word’s stem word’s lemma

Stemming / Lemmatization | @M 2 am am - be

having =2 hav having = have

Dependency Parser ‘

String Metrics & Matching ‘

51



Text Summarization

| Text Input |
E Dictionary / 1 | Pre-processing |
UINGSENLE | Text Structure Analysis |
——— m—
——{  Word Segmentation | |  Occurrence Statistic |

y

—] POS Tagging |

A 4

Keyword Extraction

N
1
I Weigh Words & Sentences
|
|

\ 4

Sentences Selection

A 4

Rough Summary Generation

\ 4

| Smoothing |
¥

| Summary Output |




Topics

gene 0.04
dna 0.02
genetic 0.01

Topic Modeling

Topic proportions and

Documents assignments

life 0.02
evolve 0.01

organism 0.01

brain 0.04
neuron 0.02
nerve 0.01
data 0.02

number 0.02
computer 0.01

-y

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all thar far : |‘1rl " especially in
How many genes does an Organism neg 1es in rln hu

o comparison to (hL M 000

survive! LN week at the genome meeting
here,* two genome researchers with radically

different approaches presented complemen-
tary views of the basic genes needed for life
One research team, using computer analy

ses to compare known genomes, concluded MOre genomes are g
that today’s OFganisms can be sustained with sequenced. “It may be a way of organizing

just 250 genes, and that the carliest life forms  any newly sequenced genome.” explains
required a mere 128 genes. The_— Arcady \lu~hu'| in, a computational mo /
o .

other researcher mapped genes / . lecular biologist at the Natic
in a simple parasite and esti i

3 Haemophilus
mated that for this organism, | genome

1703 genes

800 genes are plenty todo the |

job—but that anything short  \

of 100 wouldn't be enough.
Although the numbers don't

match precisely, those predictions

2 | ,' l / ‘Winimal 1 /128
- gene set )
y 250 gonos "'""
469 genes / _
/ gene sel
-

* Genome Mapping and Sequenc- -
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-

May 8 to 12 mate of the minimum modern and ancient genomes.

ADRPTED FROM NCBI

SCIENCE e VOL. 272 * 24 MAY 1996

_
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Natural Language Processing (NLP)

Part-of-speech tagging

Text segmentation

Word sense disambiguation
Syntactic ambiguity
Imperfect or irregular input
Speech acts

54



NLP Tasks

Question answering
Automatic summarization
Natural language generation
Natural language understanding
Machine translation

Foreign language reading
Foreign language writing.
Speech recognition
Text-to-speech

Text proofing

Optical character recognition

55



NLP

Documents

Classical NLP

Pre-processing

_______________________

_______________________

Documents

Dense Embeddings Hidden Layers

obtained via word2vec,
doc2vec, GloVe, etc,

Output Units

AYLIEN
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Documents

Pre-processed
Documents

Modern NLP Pipeline

Pre-processing

-

Bag-of-Words
&
Vectorization

Word Embeddings

Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Pre-processed
Documents

Task / Output

[—————

Classification

Sentiment Analysis

Entity Extraction

Topic Modeling

Similarity

L———J

S5/



Documents

Modern NLP Pipeline

Task |/ Output

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

Topic Modeling
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Documents

Deep Learning NLP

Pre-generated Lookup
OR
Generated in 1st level
of NeuralNet

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

Task / Output

Sentiment Analysis
Extraction

Topic Modeling
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Text Classification

CLASSIFIER

Source: https://developers.google.com/machine-learning/guides/text-classification/
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Text Classification Workflow

Step 1: Gather Data

Step 2: Explore Your Data

Step 2.5: Choose a Model*

Step 3: Prepare Your Data

Step 4: Build, Train, and Evaluate Your Model
Step 5: Tune Hyperparameters

Step 6: Deploy Your Model

GATHER DATA [> [ EXPL 1 D
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Text Classification Flowchart

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5 62



Text Classification S/W<1500: N-gram

...........

........ {Nomuum-onmode}
[ ! ------ b * [t i ------ b
v

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5
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Text Classification S/W>=1500: Sequence

Y
Select top_k features [freq]

-------- Normalization mode |- ------,
...... v v .
c oY s = h)
i\ samplewise | None . featurewise |
[ s B I — e

Y

Embeddings

Fine-tuned Frozen Embeddings

pre-trained pre-trained learned from

embedding embedding scratch
...............

-------------------------------------------

RNN ! | stackedRNN | | CNN-RNN ' | sepCNN ||  CNN

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5
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Step 2.5: Choose a

Model

Samples/Words < 1500
150,000/100 = 1500

e

Token mode [--------- ,
I Y
r )
word g char

...............

Y

Vectorization mode

N-gram

S - Number of samples
W - Number of words per sample

sequence

IMDDb review dataset,

the samples/words-per-sample ratio is ~ 144

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5
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re model

Step 2.5: Choose a Model
Samples/Words < 15,000

1,500,000/100 = 15,000

...............

_______________

meeeme————— Build model |- o
v y v
------------------
SVM MLP GBDT

..............................
Fine-tuned
pre-trained
embedding

Y Y Y
---------------------------------------------
RNN ! stacked RNN CNN-RNN

Build model

v

sepCNN

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

...............

...............
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Step 3: Prepare Your Data

Texts:
Tl: 'The mouse ran up the clock'
T2: 'The mouse ran down’

Token Index:
{'the': 1, 'mouse’: 2, 'ran': 3, 'up': 4, 'clock': 5, 'down': 6,}.
NOTE: 'the' occurs most frequently,
so the index value of 1 is assigned to it.
Some libraries reserve index 0 for unknown tokens,
as 1is the case here.

Sequence of token indexes:

Tl: ‘The mouse ran up the clock’ =
[1-1 21' :31 41' 1! E5]

Tl: 'The mouse ran down’ =
[1, 2, 3, 6]
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One-hot encoding

'The mouse ran up the clock’ =

o O O O
L Y e N

O O O

w L) L L

o - O O

L L L L

— O O O

L L L) L

o O O O

w L) L L

O O —+H O

L L L L

o O O O

The

mouse
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man
."\\ woman
-_A.
.~ s ~
king ‘\A.
queen

/\>

Male-Female

Word embeddings

walked
- ’v.
O swam
walking ’
/ O,
swimming
Verb Tense

Italy

Canada Spain . )

’ ® o
Turkey ’ ‘
Rome
e O @
. Ottawa Madrid Germany
@ . @
Ankara .Russz.a .’»'

’ Berlin

Japan

Mosco/\
Vietnam

R @
o @ ,

Hanoi

Tokyo .} ‘

Beijing

Country-Capital

Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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Word embeddings

S [[0.236, -0.141, 0.000, 0.045],
the |1 I [0.006, 0.652, 0.270, -0.556],
Trha‘;'ﬂ"‘:zz 123,415 E [0.305, 0.569, -0.028, 0.496],
‘c’lock_’ mouse | 2 [ 7| &S H ST 0,421, 0.195, -0.058, 0.477],
g [0.236, -0.141, 0.000, 0.045],
ran |3 3 [0.844, -0.001, 0.763, 0.201]]
)
up 4 &
clock |5 = [[0.236, -0.141, 0.000, 0.045),
The mouse L. 2,3 6 8 | | [0.006, 0652, 0.270, -0.556],
randown| | down |6 [ et . < [0.305, 0.569, -0.028, 0.496],
5 [0.466, -0.326, 0.884, 0.007]]

Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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Decoder

Sequence to Sequence

do

l

Knowledge

(Seq2Seq)

IS

Source: https://google.github.io/seq2seq/

power

ds
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Transformer (Attention is All You Need)
(Vaswani et al., 2017)

( iR
Add & Norm

Output
Probabilities

Linear

Feed
Forward
r ~\
_ .
Add & Norm Mult-Head
Feed Attention
Forward g I W Nx
i -
Nix
f-.' Add & Norm l Mesked
Multi-Head Multi-Head
Attention Attention
S I (SN S S
\_ J \_ _J)
Positional A Positional
Encodin D & i
coding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures

Ksp
=

Mask LM
*

for BERT

Start/End Spax

v )G )] - ()

Ce )] o)) - (W]
leemfl & |- [ 8| Eeem ]| & |- [&]
e mm O L o
@m [TokN ][ [SEP) ][Tolﬂ ] [TokM]
l_'_l

Masked Sentence A

. 2
Unlabeled Sentence A and B Pair

Masked Sentence B

Pre-training

00—

BERT
EE e [Eamn (e ][]

- oo | [Lsem J[wer ] [ ]
EE. EIEE.- G

Question Paragraph
*
Question Answer Pair

Fine-Tuning




BERT:
Pre-training of Deep
Bidirectional Transformers for
Language Understanding

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google Al Language
{jacobdevlin,mingweichang, kentonl, kristout}@google.com

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805
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BERT

Bidirectional Encoder Representations from Transformers

BERT (Ours) OpenAl GPT

Pre-training model architectures

BERT uses a bidirectional Transformer.

OpenAl GPT uses a left-to-right Transformer.

ELMo uses the concatenation of independently trained left-to-right and right- to-left
LSTM to generate features for downstream tasks.

Among three, only BERT representations are jointly conditioned on both left and right

context in all layers.
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation

/ / b A4 - N / D 4 N / /
Input [CLS) W my || dog is {cute ] [SEP] || he [ likes 1[ play 1 ##ing ] [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay EMing E[SEP]
+ + + + + + + + + + +
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ + + + + + + + + + +
Position
Embeddings Eo El Ez I-:-3 I-:-4 ES E6 E7 E8 E9 Elo

The input embeddings is the sum of the token embeddings,
the segmentation embeddings and the position embeddings.



Class
Label

BERT

o] el
——r g I p ey i

Ey

ﬁ_
()] - ()] - ()

Sentence 1 Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Start/End Span

G G L - L)

=2F mEE- .
\_l_l 1

Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1

*+ 22—
Lo~ o)) (o)
BERT
[sea] & ] (o ][ [ & ] - Iaﬁ

Fine-tuning BERT on NLP Tasks

Class
Label
« L+ =)

lCLSl

E,
[CLs] | Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, CoLA

(0] B-PER (0]
* 2 < r
BERT
Epcis) E, E, Ev

LIl pay 1
[[Cle ][ Tok 1 ” Tok 2 ] Tok N
I
I

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805
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Class
Label

BERT Sequence-level tasks

—

[ T, ][ Teer ][ T, ]

BERT

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,

Bas || B4 Ex | Bsem || B | [Bw Bas || E E, Ex
NG PN N\ DN DANG
_fr a iy B B e p Ny i
TN T / \ / \ Y / N\
cLs) o fok (SEP) T | Tox [CLS] Tok 1 Tok 2 Tok N

Sentence 1

RTE, SWAG

I_|_| |

Sentence 2

|

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805 78



BERT Token-level tasks

Start/End Span

Ecus) E, |- Ey E[sen E/ Ev
A A A A A
G = = = = =
R / N\ N\ N\ TN
(cLs) T‘,"‘ .. T:‘ (SEP) T:* e T:‘
I | | | |
Question Paragraph

(c) Question Answering Tasks:
SQuUAD v1.1

E(cle || E, E, Ex
e s s iy i
[CLS) ][ Tok 1 Tok 2 Tok N

I |

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).
"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805



General Language Understanding Evaluation
(GLUE) benchmark

GLUE Test results

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 81.0 8.0 61.7| 74.0
BiLSTM+ELMo+Attn  76.4/76.1 648 799 904 360 733 849 568 71.0
OpenAl GPT 82.1/81.4 703 88.1 913 454 80.0 823 560 752
BERTgASE 84.6/83.4 712 90.1 935 521 858 889 664 | 79.6
BERT | ARGE 86.7/85.9 72.1 91.1 949 60.5 865 893 70.1| 81.9

MNLI: Multi-Genre Natural Language Inference
QQP: Quora Question Pairs

QNLI: Question Natural Language Inference
SST-2: The Stanford Sentiment Treebank

CoLA: The Corpus of Linguistic Acceptability
STS-B:The Semantic Textual Similarity Benchmark
MRPC: Microsoft Research Paraphrase Corpus
RTE: Recognizing Textual Entailment
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Pre-trained Language Model (PLM)

Semi-supervised Sequence Learning

context2Vec
‘ Pre-trained seq2seq
e
ULMFiT ELMo
GPT
Multiiingual Transformer Bidirectional LM
Larger model

MultiFiT More data

Cross-lingual Defense

» Grover

UDify i1 DNN

MASS Permutation LM
Knowledge |distillation UniLM IS et )
VideoBERT
CBT
MEDNNen ViLBERT .
ERNIE VisualBERT ERNIE (Baidu)
(Tsinghua) B2T2
XL Net i BERT-wwm
SpanbEREY Neural [entity linker Ynicoder-VL
RoBERTa et ty LXMERT
VL-BERT
Kmowhert UNITER By Siozhi Wang & Zhengyan Zhang @THUNLP

https://github.com/thunlp/PLMpapers 81
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Turing Natural Language Generation
(T-NLG)
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https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/

¥ Transformers Transformers

State-of-the-art Natural Language Processing
for TensorFlow 2.0 and PyTorch

* Transformers
— pytorch-transformers

— pytorch-pretrained-bert
* provides state-of-the-art general-purpose architectures

— (BERT, GPT-2, RoBERTa, XLM, DistilBert, XLNet, CTRL...)

— for Natural Language Understanding (NLU) and
Natural Language Generation (NLG)
with over 32+ pretrained models

in 100+ languages

and deep interoperability between
TensorFlow 2.0 and

PyTorch.

https://github.com/huggingface/transformers
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Transfer Learning
in Natural Language Processing

Source: Sebastian Ruder, Matthew E. Peters, Swabha Swayamdipta, and Thomas Wolf (2019), "Transfer learning in
natural language processing." In Proceedings of the 2019 Conference of the North American Chapter of the
Association for Computational Linguistics: Tutorials, pp. 15-18.
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A High-Level Depiction of

DeepQA Architecture

D Answer

N sources
Question N

(in natural Primary | | Candidate
language) search | |generation

Y
Question .
. Analysis
(Granslation [— 4o monsition) (|
to digital P

Evidence
sources

Support
evidence
retrieval

Deep
evidence
scoring

. Soft Evidence
ATEELEES filtering scoring

. Soft Evidence
SR 2 filtering scoring

Hypothesis n Soft Evidence
P filtering scoring

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Interaction

Chatbots

Bot Maturity Model

Customers want to have simpler means to interact with businesses and
get faster response to a question or complaint.

Level 1 >

Level2 ) Level 3 >

One Channel
\ J

\One Language

Human to bot

| tuman ) SRS < B28B )
. Handoff Ilstenln ) conversation

(Simple Q&A)

Multi Bot-to-bot
\_channel A interaction
Multi \ person J

Case

Line based Conversation Procecs
intelligence m:sed interaction

State < Mood )
— API transactions
( Training of conversation
C ) NLP model Event AP! intelligent
listening / producing queries

=

ST E
API queries iNKS Tor more
s :

Intelligence

Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Integration
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The ATIS
(Airline Travel Information System)

Dataset
https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk
Sentence | what | flights | leave | from | phoenix
Slots O O O O B-fromloc
Intent atis_flight

Training samples: 4978
Testing samples: 893
Vocab size: 943

Slot count: 129

Intent count: 26


https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk

SF-ID Network (eetal., 2019)
Slot Filling (SF)
Intent Detection (ID)

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling

al
Uslot 1

( SoAtemion ) ( IntentAtention i SF Subnet

a

[\

{ Iteration
Mechanism

\ /

Islot

© © O

B-fromloc -
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Intent Detection on ATIS
State-of-the-art

Intent Detection on ATIS

0.98

e
O
~

Accuracy

e
k-3

0.95

Jun 15

RANK METHOD

1 SF-ID

2 Capsule-NLU

Dec 15 Jun 16 Dec 16 Jun 17 Dec 17 Jun 18
-»- State-of-the-art methods
ACCURACY PAPER TITLE
0.9776 A Novel Bi-directional Interrelated Model for Joint Intent
’ Detection and Slot Filling
0.950 Joint Slot Filling and Intent Detection via Capsule Neural

Networks

https://paperswithcode.com/sota/intent-detection-on-atis

YEAR

2019

2018

Dec 18

Jun 19

PAPER

CODE
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Slot Filling on ATIS
State-of-the-art

Slot Filling on ATIS

0.958
0.956
-
'
0.954
0.952
Jun 15 Dec 15 Jun 16 Dec 16 Jun 17 Dec 17 Jun 18 Dec 18 Jun 19 Dec
-~ State-of-the-art methods
7 Edit
RANK METHOD F1 PAPER TITLE YEAR PAPER CODE

A Novel Bi-directional Interrelated Model for Joint Intent
1 SF-ID 0.958 o " 2019 I O
Detection and Slot Filling

2 Capsule-NLU 0.952 Joint Slot Filling and Intent Detection via Capsule Neural 2018 5 o0
Networks

https://paperswithcode.com/sota/slot-filling-on-atis
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Restaurants Dialogue Datasets

* MIT Restaurant Corpus

— https://groups.csail.mit.edu/sls/downloads/restaurant/
* CamRest676

(Cambridge restaurant dialogue domain

dataset)
— https://www.repository.cam.ac.uk/handle/1810/260970

 DSTC2 (Dialog State Tracking Challenge 2 & 3)
— http://camdial.org/~mh521/dstc/

92


https://groups.csail.mit.edu/sls/downloads/restaurant/
https://www.repository.cam.ac.uk/handle/1810/260970
http://camdial.org/~mh521/dstc/

EHRAHEZE R &K

The Evaluation of Chinese Human-Computer
Dialogue Technology, SMP2019-ECDT

* BARZTTHEMS

Natural Language Understanding (NLU)
« ¥ E I

Dialog Management (DM)
s BARTT AR

Natural Language Generation (NLG)

http://conference.cipsc.org.cn/smp2019/evaluation.html
https://github.com/OnionWang/SMP2019-ECDT-NLU
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Natural Language Processing with Python
— Analyzing Text with the Natural Language Toolkit

& - C ® www.nltk.org/book/

This version of the NLTK book is updated for Python 3 and NLTK 3. The first edition of the book, published by O'Reilly, is available at
http://nltk.org/book led/.(There are currently no plans for a second edition of the book.)

Natural Language Processing with Python

— Analyzing Text with the Natural Language Toolkit

Steven Bird, Ewan Klein, and Edward Loper

0. Preface
. Language Processing and Python
. Accessing Text Corpora and Lexical Resources

. Processing Raw Text
. Writing Structured Programs

1
2
3
4
5. Categorizing and Tagging Words (minor fixes still required)
6
7
8

. Learning to Classify Text
. Extracting Information from Text
. Analyzing Sentence Structure
9. Building Feature Based Grammars
10. Analyzing the Meaning of Sentences (minor fixes still required)
11. Managing Linguistic Data (minor fixes still required)
12. Afterword: Facing the Language Challenge

Bibliography
Term Index

This book is made available under the terms of the Creative Commons Attribution Noncommercial No-Derivative-Works 3.0 US License.
Please post any questions about the materials to the nltk-users mailing list. Please report any errors on the issue tracker.

http://www.nltk.org/book/
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Fastest in the world

spaCy excels at large-scale information
extraction tasks. It's written from the
ground up in carefully memory-managed
Cython. Independent research has
confirmed that spaCy is the fastest in the
world. If your application needs to
process entire web dumps, spaCy is the
library you want to be using.

spaCy

Get things done

spaCy is designed to help you do real
work — to build real products, or gather
real insights. The library respects your
time, and tries to avoid wasting it. It's
easy to install, and its APl is simple and
productive. | like to think of spaCy as the
Ruby on Rails of Natural Language
Processing.

https://spacy.io/

HOME USAGE API DEMOS BLOG ()

Industrial-Strength
Natural Language
Processing

in Python

Deep learning

spaCy is the best way to prepare text for
deep learning. It interoperates
seamlessly with TensorFlow, Keras,
Scikit-Learn, Gensim and the rest of

Python's awesome Al ecosystem. spaCy
helps you connect the statistical models
trained by these libraries to the rest of
your application.
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gensim

-
gensim oot

. = Direct install with:
Gopic modelling for humans U casy_install U gensim
Home Tutorials Install Support API About

from gensim import corpora, models, similarities G e n Si m iS a F RE E Pyth O n I i b ra ry

# Load corpus iterator from a Matrix Market file on disk.
corpus = corpora.MmCorpus('/path/to/corpus.mm') o Scalable statistical semantics

# Initialize Latent Semantic Indexing with 200 dimensions.
1si = models.LsiModel(corpus, num_topics=200)

o Analyze plain-text documents for semantic structure

# Convert another corpus to the Latent space and index it.
index = similarities.MatrixSimilarity(1lsi[another_corpus])

o Retrieve semantically similar documents
# Compute similarity of a query vs. indexed documents

sims = index[query]

https://radimrehurek.com/gensim/ 97
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TextBlob

C) star 3,777

TextBlob is a Python (2 and 3)
library for processing textual
data. It provides a consistent
API for diving into common
natural language processing
(NLP) tasks such as part-of-
speech tagging, noun phrase
extraction, sentiment analysis,
and more.

Useful Links

TextBlob @ GitHub
Issue Tracker

Stay Informed

() Follow @sloria

Donate

If you find TextBlob useful,

TextBlob

TextBlob: Simplified Text
Processing

Release v0.12.0. (Changelog)

TextBlob is a Python (2 and 3) library for processing textual data. It provides a simple
API for diving into common natural language processing (NLP) tasks such as part-of-
speech tagging, noun phrase extraction, sentiment analysis, classification, translation,
and more.

from textblob import TextBlob

text = '

The titular threat of The Blob has always struck me as the ultimate movie
monster: an insatiably hungry, amoeba-like mass able to penetrate
virtually any safeguard, capable of--as a doomed doctor chillingly
describes it—-"assimilating flesh on contact.

Snide comparisons to gelatin be damned, it's a concept with the most
devastating of potential consequences, not unlike the grey goo scenario
proposed by technological theorists fearful of

artificial intelligence run rampant.

blob = TextBlob(text)
blob.tags # [('The', 'DT'), ('titular', 'JJ'),

# ('threat', 'NN'), ('of', "IN'), ...]
blob.noun_phrases # WordList(['titular threat', 'blob',
# 'ultimate movie monster',
# 'amoeba-like mass', ...])

for sentence in blob.sentences:
print(sentence.sentiment.polarity)
# 0.060

https://textblob.readthedocs.io 98
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Polyglot

A polyglot

Docs » Welcome to polyglot's documentation! O Edit on GitHub

Installation

Welcome to polyglot’s documentation!

Language Detection polyglot

Tokenization

Command Line Interface downloads |17k/month | pypi package [16.7.4 | build passing

Downloading Models

o Polyglot is a natural language pipeline that supports massive multilingual applications.

SRl Es e TR o Free software: GPLv3 license

Named Entity Extraction « Documentation: http:/polyglot.readthedocs.org.
Morphological Analysis

Transliteration Features

Sentiment
o Tokenization (165 Languages)

o Language detection (196 Languages)

o Named Entity Recognition (40 Languages)
e Part of Speech Tagging (16 Languages)

¢ Sentiment Analysis (136 Languages)

e Word Embeddings (137 Languages)

e Morphological analysis (135 Languages)

o Transliteration (69 Languages)

polyglot

https://polyglot.readthedocs.io/
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scikit-learn

Home Installation Documentation ~

powered by Goog|e

Classification

Identifying to which category an object be-
longs to.

Applications: Spam detection, Image recog-
nition.

Algorithms: SVM, nearest neighbors, random
forest, ... — Examples

Dimensionality reduction

Reducing the number of random variables to
consider.

Applications: Visualization, Increased effi-
ciency

Examples

Custom Search

scikit-learn

Machine Learning in Python

Regression

Predicting a continuous-valued attribute asso-
ciated with an object.
Applications: Drug response, Stock prices.

Algorithms: SVR, ridge regression, Lasso, ...
— Examples

Model selection

Comparing, validating and choosing parame-
ters and models.

Goal: Improved accuracy via parameter tun-
ing

http://scikit-learn.orqg/

Clustering

Automatic grouping of similar objects into
sets.
Applications: Customer segmentation,

Grouping experiment outcomes
Algorithms: k-Means, spectral clustering,

mean-shift, ... — Examples

Preprocessing

Feature extraction and normalization.

Application: Transforming input data such as
text for use with machine learning algorithms.
Modules: preprocessing, feature extraction.
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http://nlp.stanford.edu/software/index.shtml

The Stanford Natural Language Processing Group

home - people - teaching - research - publications - software - events - local

The Stanford NLP Group makes parts of our Natural Language Processing software
available to everyone. These are statistical NLP toolkits for various major
computational linguistics problems. They can be incorporated into applications with
human language technology needs.

All the software we distribute here is written in Java. All recent distributions require
Oracle Java 6+ or OpenJDK 7+. Distribution packages include components for
command-line invocation, jar files, a Java API, and source code. A number of helpful
people have extended our work with bindings or translations for other languages. As a
result, much of this software can also easily be used from Python (or Jython), Ruby,
Perl, Javascript, and F# or other .NET languages.

Supported software distributions | Sta n fo rd N L P

This code is being developed, and we try to answer questions and fix bugs on a best
effort basis.

All these software distributions are open source, licensed under the GNU General S Oftwa re

Public License (v2 or later). Note that this is the full GPL, which allows many free
uses, but does not allow its incorporation into any type of distributed proprietary
software, even in part or in translation. Commercial licensing is also available;
please contact us if you are interested.

Stanford CoreNLP
An integrated suite of natural language processing tools for English and
(mainland) Chinese in Java, including tokenization, part-of-speech
tagging, named entity recognition, parsing, and coreference. See also:
Stanford Deterministic Coreference Resolution, and the online CoreNLP
demo, and the CoreNLP FAQ.

Stanford Parser
Implementations of probabilistic natural language parsers in Java: highly
optimized PCFG and dependency parsers, a lexicalized PCFG parser,
and a deep learning reranker. See also: Online parser demo, the
Stanford Dependencies page, and Parser FAQ.

Stanford POS Tagger
A maximum-entropy (CMM) part-of-speech (POS) tagger for English, 101
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Stanford CoreNLP http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

-

Output format: | Visualise :

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

Part-of-Speech:

Ve W N g
1 Stanford University is located in California.
BHf2@ U @8 0§

2 It is a greatuniversity:.‘

Named Entity Recognition:

1 Stanford University is located in California.
] 2 Itis a great university.

Coreference:

- f- . - f- o
Core @, Core ‘
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Part-of-Speech:

NNP  NNP  VBZ
1| Stanford Unlver5|ty is located in California .

PRP Bz[m 1] NN
ol It is a great unlverSIty

J

s

IN]

NNP) [
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

It is a great university.

Stanford University is located in California.

Named Entity Recognition:

[Organization

2| Itis a great university .

Location

1| Stanford University is located in California .
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Coreference:

1| Stanford Universit;lh is located in California.

- - -Coref-. @, --Coref-. \

It IS é_gi;eat univeré_if?.
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Basic dependencies:

[NNPI "N NNP

1 Sta nford Unlver5|ty

nsubj

BZ

4 COp JJ/prep-.n@/ pobj -

IS

nsubj
cop
/ det
PRP] VBZ W\’/_ "am°d¥NN B

located

ol It s a great unlver5|ty

In

Callfornla

NNPJ [
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Collapsed dependencies:

bj ~
\-/—nsu ja prep in

1 Stanfou;d University is located in Callfornla

nsubj
Emmrz umNNN O

2( It is a great university.

Collapsed CC-processed dependencies:

nsubj prep_in
me— e vz Ny N e

1| Stanford | University is located in California.

nsubj
(o(¢]
e
PRP| VBZ D jf-amod 0

2 It is a great unlvérS|ty

Visualisation provided using the brat visualisation/annotation software.
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Output format: | Pretty print + |

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

Stanford CoreNLP XML Output

Document
| Document Info ]
| Sentences |
Sentence #1
Tokens
| Word || Lemma |[Char begin|[Char end)||POS|| NER |[Normalized NER|[Speaker|
[1 ][stanford |[stanford [0 8 |INNP|{ORGANIZATION|| |PERO |
[2 |[university|[university|[9 |LE |INNP|{ORGANIZATION|| ||PERO |
3lis e oo 22 |vezjjo I IPERO_ |
[4 ][located |[located |[23 30 W o I PERO |
[slin_Jin 0 B3N o I PERO__|
[6 |[california|[California][34 |44 INNP|[LOCATION || PERO |
1 I 44 les o I PERO__|
Parse tree
(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (J) located) (PP (IN in) (NP (NNP California))))) (. .))) 108
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Stanford University is located in California.
It is a great university.

Sentence #1

Tokens

E Word Lemma ||Char begin||Char end||POS NER Normalized NER||Speaker
Z Stanford ||Stanford ||0 8 NNP|[ORGANIZATION PERO
Z University|(University||9 19 NNP||ORGANIZATION PERO

3 [is be 20 22 vBz|[o PERO
4 [[located |[located |[23 30 o PERO

5 |[in in 31 33 IN |[o PERO
E California||California||34 44 NNP||LOCATION PERO
] 44 45 . o PERO
Parse tree

(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (J) located) (PP (IN in) (NP (NNP California))))) (. .)))
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Stanford University is located in California.
It is a great university.

Sentence #2

Tokens

Id| Word || Lemma ||Char begin|[Char end||POS||NER||Normalized NER||Speaker
1 ||lt it 46 48 PRP|(O PERO

2 ||is be 49 51 VBZ||O PERO

3 |a B 52 53 DT |[O PERO

4 ||great great 54 59 ) 0] PERO

5 ||university||university|(60 70 NN ||O PERO

6 |. 70 71 0 PERO
Parse tree

(ROOT (S (NP (PRP It)) (VP (VBZ is) (NP (DT a) (J) great) (NN university))) (. .)))
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Stanford University is located in California.

It is a great university.

Coreference resolution graph

Sentence|| Head Text Context
] 2 (gov)||Stanford University

2 1 It

2 5 a great university
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Tokens

Id Word Lemma Char begin Char end POS NER Normalized NER Speaker
1 Stanford Stanford 0 8 NNP ORGANIZATION PERO

2 University  University 9 19 NNP ORGANIZATION PERO

3 is be 20 22 VBZ O PERO

4 located located 23 30 JJ O PERO

5 in in 31 33 IN O PERO

6 California California 34 44 NNP LOCATION PERO

7 44 45 . O PERO

Parse tree

(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (JJ located) (PP (IN in) (NP (NNP California))))) (. .)))

Uncollapsed dependencies

root ( RQOT—O , located-4 )
T e, Stanford CoreNLP

cop ( located-4 , is-3)

orep ( located-4 , in-5 ) http://nlp.stanford.edu:8080/corenlp/process

pobj (in-5, California—.6 ) . : . . . .

Collapsed dependencies Stanford University is located in California.
ROOT-0 , located-4 i ' '

Lono:iJniversity-Zc,)CSe}tfnford)-1) It IS a great Un|VerS|ty.

nsubj ( located-4 , University-2 )

cop ( located-4 , is-3)

prep_in ( located-4 , California-6 )
Collapsed dependencies with CC processed

root (ROOT-0, located-4 )

nn ( University-2 , Stanford-1)
nsubj ( located-4 , University-2 )
cop ( located-4 , is-3)

prep_in ( located-4 , California-6 )
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Output format: | XML =

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

<?xml version="1.0" encoding="UTF-8"7>
<?xml-stylesheet href="CoreNLP-to-HTML.xs!" type="text/xs|"?>
<root>
<document>
<sentences>
<sentence id="1">
<tokens>
<token id="1">
<word>Stanford</word>
<lemma>Stanford</lemma>
<CharacterOffsetBegin>0</CharacterOffsetBegin>
<CharacterOffsetEnd>8</CharacterOffsetEnd>
<POS>NNP</POS>
<NER>ORGANIZATION</NER>
<Speaker>PERO</Speaker>
</token>
<token id="2">
<word>University</word>
<lemma>University</lemma>
<CharacterOffsetBegin>9</CharacterOffsetBegin>
<CharacterOffsetEnd>19</CharacterOffsetEnd>
<POS>NNP</POS>
<NER>0ORCANIZATION</NER>
<Speaker>PERO</Speaker>
</token>

113


http://nlp.stanford.edu:8080/corenlp/process

NER for News Article
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[ money.cnn.com/2014/05/02/technology/gates-microsoft-stock-sale/index.html

2K

Bill Gates no longer Microsoft's
biggest shareholder

By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PMET

B3 Recommend (RIS QO SP 3GE

Bill Gates sold nearly 8 million shares of Microsoft over the past two days.

: ! K 461 1K 74 25

For the first time in Microsoft's history, founder Bill Gates is no
longer its largest individual shareholder.

In the past two days, Gates has sold nearly 8 million shares of Microsoft (@ MSFT, Fortune

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past
two days.

NEW YORK (CNNMoney)

For the first time in Microsoft's history, founder Bill Gates is no
longer its largest individual shareholder.

In the past two days, Gates has sold nearly 8 million shares of
Microsoft (MSFT, Fortune 500), bringing down his total to roughly
330 million.

That puts him behind Microsoft's former CEO Steve Ballmer who
owns 333 million shares.

Related: Gates reclaims title of world's richest billionaire

Ballmer, who was Microsoft's CEO until earlier this year, was one
of Gates' first hires.

It's a passing of the torch for Gates who has always been the
largest single owner of his company's stock. Gates now spends
his time and personal fortune helping run the Bill & Melinda
Gates foundation.

The foundation has spent $28.3 billion fighting hunger and
poverty since its inception back in 1997.
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Stanford Named Entity Tagger (NER)
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Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz % |

Output Format: | highlighted + |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDMALALONLL LA IAIAA Y 4

| Submit | | Clear |

Bill Gates no longer [JIlageei's biggest shareholder By M. @CNNTech (71 7 EIIED: 5:46 PM ET Bill Gates sold nearly 8 million shares of [[lagere over
the past two days. J[3Q [8LLd (CNNMoney) For the first time in [Jagerrei's history, founder Il ®ETeE is no longer its largest individual shareholder. In the [ErL e fEve,
Gates has sold nearly 8 million shares of [[lagerel (0aal, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [Jagaqeq's former CEO
I who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire (Bl who was [Jlagertei's CEO until 10T 1T 7T, was one of
Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. Gates now spends his time and personal
fortune helping run the [ 2 [TAMEE #FIE foundation. The foundation has spent [FXJE] [JIIEN fighting hunger and poverty since its inception back in [EEE.

Potential tags:

TIME]
PERSON|
MONEY

Copyright © 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz  + |

v

Qutput Format: | inlinexML % |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDALALONLL LA IAIAA Y Vi

| Submit | | Clear |

Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2,
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of <ORGANIZATION>Microsoft</ORGANIZATION> over the past two days. <LOCATION>NEW
YORK</LOCATION> (CNNMoney) For the first time in <ORCANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>BIll Gates</PERSON> is no longer its
largest individual shareholder. In the <DATE>past two days</DATE>, Gates has sold nearly 8 million shares of <ORGANIZATION>Microsoft</ORGANIZATION>
(<ORGANIZATION>MSFT </ORGANIZATION>, Fortune 500), bringing down his total to roughly 330 million. That puts him behind
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of world's
richest billionaire <PERSON>Ballmer</PERSON>, who was <ORGANIZATION>Microsoft</ORCANIZATION>'s CEO until <DATE>earlier this year</DATE>, was one of
Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. Gates now spends his time and personal

fortune helping run the <ORGANIZATION>BIll & Melinda Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3 billion</MONEY> fighting
hunger and poverty since its inception back in <DATE>1997</DATE>.
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Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz + |

Output Format: | xml s |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDALAONLL L RIAIAA A #

| Submit | | Clear |

<wi num="0" entity="0">Bill</wi> <wi num="1" entity="0">Gates</wi> <wi num="2" entity="0">no</wi> <wi num="3" entity="0">longer</wi> <wi num="4"
entity="ORGANIZATION">Microsoft</wi><wi num="5" entity="0">&apos;s</wi> <wi num="6" entity="0">biggest</wi> <wi num="7" entity="0">shareholder</wi> <wi
num="8" entity="0">By</wi> <wi num="9" entity="PERSON">Patrick</wi> <wi num="10" entity="PERSON">M.</wi> <wi num="11" entity="PERSON">Sheridan</wi> <wi
num="12" entity="0">@CNNTech</wi> <wi num="13" entity="DATE">May</wi> <wi num="14" entity="DATE">2 </wi><wi num="15" entity="DATE">,</wi> <wi
num="16" entity="DATE">201 4 </wi><wi num="17" entity="0">:</wi> <wi num="1 8" entity="0">5:46</wi> <wi num="19" entity="0">PM</wi> <wi num="20"
entity="0O">ET</wi> <wi num="21" entity="0">Bill</wi> <wi num="22" entity="0">Gates</wi> <wi num="23" entity="0">sold</wi> <wi num="24"
entity="0">nearly</wi> <wi num="25" entity="0">8</wi> <wi num="26" entity="0">million</wi> <wi num="27" entity="0">shares</wi> <wi num="28"
entity="0">of</wi> <wi num="29" entity="ORCGANIZATION">Microsoft</wi> <wi num="30" entity="0">over</wi> <wi num="31" entity="0">the</wi> <wi num="32"
entity="0">past</wi> <wi num="33" entity="0">two</wi> <wi num="34" entity="0">days</wi><wi num="35" entity="0">.</wi> <wi num="0"
entity="LOCATION">NEW</wi> <wi num="1" entity="LOCATION">YORK</wi> <wi num="2" entity="0">-LRB-</wi><wi num="3" entity="0">CNNMoney</wi><wi num="4"
entity="0">-RRB-</wi> <wi num="5" entity="0">For</wi> <wi num="6" entity="0">the</wi> <wi num="7" entity="0">first</wi> <wi num="8" entity="0">time</wi> <wi
num="9" entity="0">in</wi> <wi num="10" entity="ORCANIZATION">Microsoft</wi><wi num="11" entity="0">&apos;s</wi> <wi num="12" entity="0">history</wi><wi
num="13" entity="0">,</wi> <wi num="14" entity="0">founder</wi> <wi num="15" entity="PERSON">Bill</wi> <wi num="16" entity="PERSON">Gates</wi> <wi
num="17" entity="0">is</wi> <wi num="1 8" entity="0">no</wi> <wi num="19" entity="0">longer</wi> <wi num="20" entity="0">its</wi> <wi num="21"
entity="0">largest</wi> <wi num="22" entity="0">individual</wi> <wi num="23" entity="0">shareholder</wi><wi num="24" entity="0">.</wi> <wi num="0"
ity="0">|n< > <wi ="1" ity="0"> < > <wi ="2" ity=" "> < > <wi ="3" ity=" "> < i> <wi ="4"
ﬁgﬁ&} _iggta I&Zéﬁl .,¢§1“9'«'n 5( Mp;“jyﬁg}& Jﬁl.fi}gﬁk{ﬁlé 56 f.»‘Zé aum 2" entity="DATE">past</wi> <wi num="3" entity="DATE">two</wi> <wi num

i ntm RN antite-"N""Maracr i 2wl niim "7 antite-"N"Vhacr i 2wl nimm "] antire-"N"<enld - finis
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Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz % |

Output Format: | slashTags + |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALCALALONLL LA IAIAA Y Yz

| Submit | | Clear |

Bill/O Gates/0 no/O longer/0O Microsoft/ORCANIZATION's/O biggest/O shareholder/O By/O Patrick/PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE
2/DATE,/DATE 2014/DATE:/O 5:46/0 PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/0 million/O shares/O of/O Microsoft/ORGANIZATION over/0O the/O past/O two/0O
days/0./0 NEW/LOCATION YORK/LOCATION -LRB-/OCNNMoney/O-RRB-/0 For/O the/O first/O time/O in/O Microsoft/ORCANIZATION's/O history/0,/O founder/O
Bill/PERSON Gates/PERSON is/O no/O longer/0O its/O largest/O individual/O shareholder/0./0 In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O
nearly/O 8/0 million/O shares/O of/O Microsoft/ORGANIZATION -LRB-/OMSFT/ORGANIZATION, /O Fortune/O 500/0-RRB-/0,/0 bringing/0 down/O his/O total/O to/O
roughly/0O 330/0 million/0./0 That/O puts/O him/O behind/O Microsoft/ORGANIZATION's/O former/O CEOQ/O Steve/PERSON Ballmer/PERSON who/O owns/0O 333/0
million/O shares/0./0 Related/0:/0 Gates/O reclaims/O title/O of/O world/0's/0 richest/O billionaire/O Ballmer/PERSON, /O who/O was/O
Microsoft/ORGANIZATION's /O CEO/O until/O earlier/DATE this/DATE year/DATE,/O was/0 one/O of/O Gates/0'/0 first/O hires/0./0 It/O's/0 a/0 passing/0 of/0O
the/0O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O single/O owner/O of/O his/O company/0Q's/0 stock/0./0 Gates/O now/O spends/0O
his/0 time/0O and/O personal/O fortune/O helping/0 run/O the/O Bill/ORGANIZATION &/ORCANIZATION Melinda/ORGANIZATION Gates/ORGANIZATION

foundation/0./0 The/0 foundation/O has/O spent/O $/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/0O back/0O
in/O 1997/DATE./O

Copyright ® 2011, Stanford University, All Rights Reserved.
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Classifier: | english.conll.4class.distsim.crf.ser.gz *

:

Output Format: | highlighted *

Preserve Spacing: | yes * |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

AOALALONLL LML Y Vi

| Submit | | Clear |

G & no longer [lageei's biggest shareholder By [ZXuas LA @CNNTech May 2, 2014: 5:46 PM ET [J][ #FX0R sold nearly 8 million shares of [J[lagerted over
the past two days. N34 1oL For the first time in [[ageqei's history, founder (Il [EIeE is no longer its largest individual shareholder. In the past two days,
IR has sold nearly 8 million shares of [[lagee (MSFT, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [[ageqei's former CEO
Steve] who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire [EI[Ingy, who was [Jlageei's CEO until earlier this year, was one of
M' first hires. It's a passing of the torch for m who has always been the largest single owner of his company's stock. Gates now spends his time and personal
fortune helping run the Il P [EM%E &I foundation. The foundation has spent $28.3 billion fighting hunger and poverty since its inception back in 1997.

Potential tags:
LOCATION
ORGANIZATION
PERSON|
MISC

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger

Classifier: | english.all.3class.distsim.crf.ser.gz $ |

v

Output Format: | highlighted * |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ADALAONLL LAIAIAAL A Wz

| Submit | | Clear |

G & no longer [lapeei's biggest shareholder By M. @CNNTech May 2, 2014: 5:46 PM ET [J][ #FX0R sold nearly 8 million shares of [Jagertei over
the past two days. J[3}, [TeLL4 (CNNMoney) For the first time in [Jageaeq's history, founder [ /EXGE is no longer its largest individual shareholder. In the past two days,
TR has sold nearly 8 million shares of el (1.aal, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [Jagei's former CEQ

who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire [EIlia, who was [ageqei's CEO until earlier this year, was one of

Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. m now spends his time and personal
fortune helping run the [ 2 [AMRE o foundation. The foundation has spent $28.3 billion fighting hunger and poverty since its inception back in 1997.

Potential tags:
LOCATION
ORGANIZATION
PERSON|

Copyright © 2011, Stanford University, All Rights Reserved.
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Classifier: english.muc.7class.distsim.crf.ser.gz
Bill Gates no longer [Jlagaei's biggest shareholder By M TEY @CNNTech 5T A FIIED: 5:46

PM ET Bill Gates sold nearly 8 million shares of [[lagetel over the past two days. JI3y, [{®Ld (CNNMoney)
For the first time in [JIlagaaei's history, founder CIl[ #EXGE is no longer its largest individual shareholder. In
the [F1 15 FETT, Gates has sold nearly 8 million shares of [{lageae (A.aal, Fortune 500), bringing down
his total to roughly 330 million. That puts him behind [lagaei's former CEO Sy who owns 333
million shares. Related: Gates reclaims title of world's richest billionaire [EI[lnas, who was [lageei's CEO
until T 0 7T, was one of Gates' first hires. It's a passing of the torch for Gates who has always been
the largest single owner of his company's stock. Gates now spends his time and personal fortune helping

run the ] @ (AMIRE &I foundation. The foundation has spent [EXJE] FIIIEN fighting hunger and poverty
since its inception back in

Potential tags:

TIME]
PERSON|

D

Classifier: english.all.3class.distsim.crf.ser.gz

H &R no longer [Iagerli's biggest shareholder By M. @CNNTech May 2, 2014: 5:46
PM ET [ #FX0E sold nearly 8 million shares of [[9gertei over the past two days. Jay, 11854 (CNNMoney)
For the first time in Jlageaei's history, founder [l /EYeE is no longer its largest individual shareholder. In
the past two days, [l has sold nearly 8 million shares of [lagere (1aal, Fortune 500), bringing down
his total to roughly 330 million. That puts him behind [Jlageen's former CEQO who owns 333
million shares. Related: Gates reclaims title of world's richest billionaire [EIlinas, who was [[lagerei's CEO
until earlier this year, was one of Gates' first hires. It's a passing of the torch for Gates who has always been
the largest single owner of his company's stock. m now spends his time and personal fortune helping
run the ([ P [EAMRE #FIE foundation. The foundation has spent $28.3 billion fighting hunger and poverty
since its inception back in 1997.

8

Potential tags:
LOCATION
ORGANIZATION
PERSON|
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Stanford NER Output Format: inlineXML

Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest
shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2,
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of
<ORGANIZATION>Microsoft</ORGANIZATION> over the past two days.
<LOCATION>NEW YORK</LOCATION> (CNNMoney) For the first time in
<ORGANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>BIll
Gates</PERSON> is no longer its largest individual shareholder. In the <DATE>past two
days</DATE>, Gates has sold nearly 8 million shares of
<ORGANIZATION>Microsoft</ORGANIZATION>
(<ORGANIZATION>MSFT</ORGANIZATION>, Fortune 500), bringing down his total to
roughly 330 million. That puts him behind
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve
Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of
world's richest billionaire <PERSON>Ballmer</PERSON>, who was
<ORGANIZATION>Microsoft</ORGANIZATION>'s CEO until <DATE>earlier this
year</DATE>, was one of Gates' first hires. It's a passing of the torch for Gates who has
always been the largest single owner of his company's stock. Gates now spends his
time and personal fortune helping run the <ORGANIZATION>BIll & Melinda
Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3
billion</MONEY> fighting hunger and poverty since its inception back in
<DATE>1997</DATE>.
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Stanford NER Output Format: slashTags

Bill/O Gates/O no/O longer/O Microsoft/ ORGANIZATION's/O biggest/O shareholder/O By/O

Patrick/ PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE 2/DATE,/DATE
2014/DATE:/O 5:46/0 PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/O million/O shares/O of/O
Microsoftt ORGANIZATION over/O the/O past/O two/O days/O./O NEW/LOCATION YORK/LOCATION
-LRB-/OCNNMoney/O-RRB-/O For/O the/O first/O time/O in/O Microsoft/ORGANIZATION's/O
history/O,/O founder/O Bil/PERSON Gates/PERSON is/O no/O longer/O its/O largest/O individual/O
shareholder/O./O In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O nearly/O 8/0O
million/O shares/O of/O Microsoftt ORGANIZATION -LRB-/OMSFT/ORGANIZATION,/O Fortune/O
500/0-RRB-/0,/0O bringing/O down/O his/O total/O to/O roughly/O 330/O million/O./O That/O puts/O
him/O behind/O Microsoftt ORGANIZATION's/O former/O CEO/O Steve/PERSON Ballmer/PERSON
who/O owns/O 333/0 million/O shares/O./O Related/O:/O Gates/O reclaims/O title/O of/O world/O's/O
richest/O billionaire/O Ballmer/PERSON,/O who/O was/O Microsoftt ORGANIZATION's/O CEO/O
until/O earlier/DATE this/DATE year/DATE,/O was/O one/O of/O Gates/O'/O first/O hires/O./O 1t/O's/O
a/O passing/O of/O the/O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O
single/O owner/O of/O his/O company/O's/O stock/O./O Gates/O now/O spends/O his/O time/O and/O
personal/O fortune/O helping/O run/O the/O BillORGANIZATION &/ ORGANIZATION
Melinda/ORGANIZATION Gates/ORGANIZATION foundation/O./O The/O foundation/O has/O spent/O
$/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/O
back/O in/O 1997/DATE./O
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Vector Representations of Words

Word Embeddings

Word2Vec
GloVe



Documents

Pre-processed
Documents

Modern NLP Pipeline

Pre-processing

-

Bag-of-Words
&
Vectorization

Word Embeddings

Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Pre-processed
Documents

Task / Output

[—————

Classification

Sentiment Analysis

Entity Extraction

Topic Modeling

Similarity

L———J
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Facebook Research FastText

Pre-trained word vectors
Word2Vec
wiki.zh.vec (861MB)
332647 word
300 vec

Pre-trained word vectors for 90 languages,
trained on Wikipedia using fastText.

These vectors in dimension 300 were obtained using
the skip-gram model with default parameters.

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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Facebook Research FastText

Word2Vec: wiki.zh.vec
(861MB) (332647 word 300 vec)

' wiki.zh.vec

31845
31846
31847
31848
31849
31850
31851
31852
31853
31854
31855
31856
31857
31858
31859
31860
31861
31862
31863
31864
31865
31866
31867
31868
31869
31870
31871
31872
31873
31874
31875
31876
31877
31878
31879
31880
31881

-0 T s
yg -0.3978 0.49084 -0.54621 0.078991 0.8584 -0.26163 -0.45787 0.060828 0.36513 -0.03771 0.80791 0.16613 1.4828 -0.89862 0.08596
iE@FE -0.034834 0.71651 -0.4377 0.48344 0.31117 -0.51783 -0.40156 -0.057097 0.31535 —0.088301 0.23436 0.30884 1.2932 -0.6704 0.21

Ao —0.23267 0.39349 -0.90806 —0.53805 0.59308 -0.31819 -0.64229 0.16871 0.10086 0.09342 1.0914 -0.16019 1.6954 -0.70604 -0.218
=72 0.54129 0.55641 -0.4348 0.25094 0.1631 -0.10326 -0.54099 0.064742 0.13175 0.10217 0.84938 -0.10287 1.312 -0.74969 0.24025 -

/K& -0.14451 0.80455 -0.6145 0.55905 0.58307 -0.02559 -0.41088 -0.19056 -0.09178 0.33935 1.1927 Models 3

MiZ ©0.19347 0.553 -0.64736 0.26358 0.83816 -0.24098 -0.83997 -0.16232 —0.024786 —0.2483 0.69732
&0 —0.0089777 0.90866 —0.25306 0.72983 0.67791 -0.3285 -0.63835 0.075295 0.4774 -0.04134 0.721¢

4743 -0.026068 0.92676 -0.47469 0.50129 0.67343 -0.32509 -0.32917 0.066499 0.3875 0.0011722 0.66: The models can be downloaded from:

405 0.40541 0.67654 —0.5351 0.30329 0.43042 -0.24675 —0.19287 0.34207 0.35516 -0.076331 0.85916
%@ -0.089933 0.88136 -0.43524 0.59963 0.6403 —0.70981 -0.56788 -0.074018 0.16905 —0.086594 0.6:
£f5 -0.26578 0.6434 0.028982 -0.044001 0.88297 -0.17646 —0.64672 0.040483 0.43653 0.084908 0.74:
125 -0.0985 0.85082 -0.33363 0.24784 0.71518 -0.59054 -0.73731 0.050949 0.36726 -0.076886 0.817"
1IEX 0.21069 0.27605 —0.83862 -0.099698 0.47894 -0.32196 —0.38288 -0.01892 0.40548 —0.029619 0.7.
kis -0.30595 0.18482 -0.71287 -0.314 0.44776 -0.44245 -0.36447 -0.23723 0.00098801 -0.2528 0.60¢
&% 0.1841 0.60874 -0.51376 -0.48002 0.21506 -0.55515 -0.71746 0.030735 0.39508 -0.40856 0.6226!
fEft 0.25619 0.77186 —0.48847 0.23118 0.27254 0.21305 -0.3517 0.47305 0.24882 -0.34756 1.025 0.1¢
% —0.072521 1.0381 -0.51933 0.19421 0.67573 —0.45204 -0.20126 0.22704 0.44196 0.018401 0.3473¢
# -0.11771 1.4272 -1.0849 0.77532 0.87026 -0.6892 -0.3521 0.036517 0.42727 -0.1871 0.82789 -0.0
/\$4 —0.21554 0.73988 -0.39628 0.044656 1.0602 —0.67047 -0.54102 ©.11888 0.1693 0.19343 1.0841 0.
lai -0.25451 0.31596 -0.29228 -0.19144 0.99059 -0.24459 -0.66342 0.063093 -0.061142 -0.22749 0.¢
fRER —0.50835 1.0943 0.043918 0.29173 1.0161 -0.32493 -0.27305 0.026946 0.46811 -0.3874 1.4049 0,
AAR -0.35726 -0.03476 -0.28672 0.075447 0.18175 -0.39421 -0.32088 0.025225 0.34808 0.074744 0.
franch -0.6046 -0.3235 0.024041 -0.2756 0.74761 -0.14654 0.0082566 —0.10071 0.53593 -0.17374 0.2
brazilian -0.54029 -0.63905 -0.094006 -0.68768 0.33263 -0.1583 -0.060424 0.20644 0.46234 -0.0764
FATHE -0.4361 0.011429 -0.078896 —0.078186 0.37747 -0.052101 -0.096683 0.10769 0.62661 -0.37252
continent -0.37761 -0.72151 -0.42248 -0.81768 0.5016 —0.48569 0.13464 0.12644 0.32292 0.18099 0.
HHEZ 0.097443 0.28929 -0.14202 0.034027 0.50621 -0.1647 -0.45849 -0.16198 0.13965 -0.33451 0.61
vienna -0.25827 -0.050966 0.050502 -0.63466 0.4949 -0.17448 -0.59978 0.20269 0.37532 0.059419 0.
EZ -0.12678 0.4556 -0.27108 0.12506 0.52106 -0.058477 -0.69296 0.12162 0.26508 —0.089028 0.752:
EHE -0.33693 0.48335 -0.58455 0.13722 0.74856 —0.24529 -0.41125 -0.13832 0.33871 -0.12051 0.864"
&4 0.030096 0.65756 —0.67982 0.2203 0.38492 -0.19001 -0.53136 —-0.10322 0.24523 0.15287 0.92591
#ER 0.11559 0.67087 -0.5111 0.14955 0.61417 -0.51571 -0.47901 0.29445 0.37629 -0.24232 0.4608 -
1% 0.50469 1.5357 —0.64393 0.48668 0.69479 -0.23443 -0.47863 0.16288 0.3347 -0.51673 0.86777 0.0
FL 0.088323 0.85815 -0.485 0.30383 0.75965 -0.25031 -0.76678 0.12805 0.37641 -0.088752 0.65012
N1 0.26835 0.94854 -0.27972 0.097623 0.43305 -0.031361 —0.57406 0.21608 0.3324 -0.36823 0.6987"
aka —0.21332 0.11216 -0.48872 -0.18531 0.79093 -0.34221 -0.51122 0.10067 0.29963 -0.075253 0.642
JB#iE -0.28726 0.88014 -0.39751 -0.056992 0.37408 -0.16967 —0.20673 -0.048533 -0.1978 -0.13107 @

¢ Afrikaans: bin+text, text

¢ Albanian: bin+text, text

e Arabic: bin+text, text

e Armenian: bin+text, text

e Asturian: bin+text, text

e Azerbaijani: bin+text, text

e Bashkir: bin+text, text

e Basque: bin+text, text

e Belarusian: bin+text, text

e Bengali: bin+text, text

e Bosnian: bin+text, text

e Breton: bin+text, text

¢ Bulgarian: bin+text, text

e Burmese: bin+text, text

e Catalan: bin+text, text

e Cebuano: bin+text, text

e Chechen: bin+text, text

e Chinese: bin+tex‘Te)?l
LB

e Chuvash: bin+text, text

¢ Croatian: bin+text, text

e Czech: bin+text, text

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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Word Embeddings in LSTM RNN

Time Expanded LSTM Network

LSTM
Internal States
Word
Embeddings

Input Question this person dancing

Fixed length
guestion
vector
encoded by
the LSTM

Source: https://avisingh599.github.io/deeplearning/visual-qa/
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NLP Tools: spaCy VS. NLTK

ISPACY ISYNTAXNET| NLTK :CORENLP

Easy installation

o e

©
©

Python API (4]
Multi-language support
Tokenization
Part-of-speech tagging
Sentence segmentation
Dependency parsing

Entity Recognition

Integrated word vectors

© 0 © 0 © © © O ©

Sentiment analysis

0O 0 0 0 © © © © O o
© © 0 © O ©¢ ©0 © o0 o

0O © ©¢ ©¢ 0 © © ©

Coreference resolution

r A N N N § & N § § §N §B §B §B § § § N N §N_ §N § §N N N §N B B _§B § §N N N N _§N }
‘------------------I
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Natural Language Processing (NLP)
spaCy

. Tokenization

Part-of-speech tagging

Sentence segmentation

Dependency parsing

Entity Recognition

Integrated word vectors

Sentiment analysis

© N DU R W N e

Coreference resolution

131



spaCy:
Fastest Syntactic Parser

SYSTEM LANGUAGE ACCURACY SPEED (WPS)

spaCy Cython 91.8 13,963
ClearNLP Java 91.7 10,271
CoreNLP Java 89.6 8,602

MATE Java 92.5 550

Turbo C++ 92.4 349
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Processing Speed of NLP libraries

ABSOLUTE (MS PER DOC)  RELATIVE (TO SPACY)
SYSTEM TOKENIZE TAG PARSE TOKENIZE TAG PARSE

spaCy 0.2ms 1ms 19ms 1x 1x 1x
CoreNLP 2ms 10ms 49ms 10x 10x 2.6X
/Par 1ms 8ms 850ms 5x 8X 44.7x

NLTK 4ms  443ms n/a 20x  443x n/a
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SYSTEM

spaCy

Parsey McParseface

Martins et al. (2013)

Zhang and McDonald (2014)

Weiss et al. (2015)

Andor et al. (2016)

NEWS
92.8
94.15
93.10
93.32
93.91
94.44

Google SyntaxNet (2016):
Best Syntactic Dependency Parsing
Accuracy

WEB
n/a
89.08
88.23
88.65
89.29
90.17

n/a
94.77
94.21
93.37
94.17
95.40

QUESTIONS
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https://github.com/tensorflow/models/tree/master/syntaxnet
http://www.cs.cmu.edu/~ark/TurboParser/
http://research.google.com/pubs/archive/38148.pdf
http://static.googleusercontent.com/media/research.google.com/en/pubs/archive/43800.pdf
http://arxiv.org/abs/1603.06042

Named Entity Recognition (NER)

SYSTEM

spaCy

CoreNLP

NLTK

LingPipe

PRECISION

0.7240

0.7914

0.5136

0.5412

RECALL

0.6514

0.7327

0.6532

0.5357

F-MEASURE

0.6858

0.7609

0.5750

0.5384
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Text Analytics
with Python



@ python’



spaCy:
Natural Language Processing

Spacy USAGE MODELS API UNIVERSE (] Q search docs

Industrial-Strength

Natural Language
Processin

IN PYTHON

Get things done Blazing fast Deep learning

spaCy is designed to help you do real work
— to build real products, or gather real
insights. The library respects your time,
and tries to avoid wasting it. It's easy to
install, and its APl is simple and

spaCy excels at large-scale information
extraction tasks. It's written from the
ground up in carefully memory-managed
Cython. Independent research in 2015
found spaCy to be the fastest in the world.
productive. We like to think of spaCy as If your application needs to process entire construct linguistically sophisticated
the Ruby on Rails of Natural Language web dumps, spaCy is the library you want statistical models for a variety of NLP
Processing. to be using. problems.

spaCy is the best way to prepare text for
deep learning. It interoperates seamlessly
with TensorFlow, PyTorch, scikit-learn,
Gensim and the rest of Python's awesome
Al ecosystem. With spaCy, you can easily

https://spacy.io/ 138
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python10tlipynb ¢
( Py 2 B Comment 2% Share £ 0
File Edit View Insert Runtime Tools Help Lastedited on May 13
+ Code + Text Connect ~ * Editin ~
|SE Table of contents X / g
.-.-__-....,. Ay oB BB
<> Text Anglytlcs and Natural Language ° 1 text = "Steve Jobs and Steve Wozniak incorporated Apple Computer on January 3, 1977, in Cupertino, California."
Processing (NLP)
2 doc = nlp(text)
o Python for Natural Language 3 displacy.render(doc, style="ent", jupyter=True)
Processing
spaCy Chinese Model [ incorporated = Apple Computer orG on January 3, 1977 DATE ,in Cupertino GPE ,
Open Chinese Convert (OpenCC, 1% California GPE
I Egit)
Jieba @EEHX 53
[ 1 1 import spacy
Natural Language Toolkit (NLTK) 2 nlp = spacy.load("en_core web_sm")
Stanza: A Python NLP Library for 3 fioc = nlp("Stanford University is located in California. It is a great university.")
Many Human Languages 4 import pandas as pd
. . 5 cols = ("text", "lemma", "pos", "tag", "pos_explain", "stopword")
Text Processing and Understanding 6 rows = []
NLTK (Natural Language Processing 7 for t in doc: ) )
with Python — Analyzing Text with the 8 row = [t.text, t.lemma_, t.pos_, t.tag_,spacy.explain(t.pos_), t.is_stop]
Natural Language Toolkit) 9 rows .append (row)
NLP Zero to Hero 10 df = pd.DataFrame(rows, columns=cols)
11 df
Natural Language Processing -
;grte;])lzatlon (NLP Zero to Hero, G text lemma pos tag pos_explain stopword
Natural Language Processing - 0 Stanford  Stanford PROPN NNP proper noun False
Sequencing - Turning sentence 1 University University PROPN NNP roper noun False
into data (NLP Zero to Hero, part verstty verstty prop: u
2) 2 is be VERB VBZ verb True
Natural Language Processing - 3 located locate VERB VBN verb False
Training a model to recognize
sentiment in text (NLP Zero to 4 in in ADP IN adposition True
Hero, part 3)
5 California California  PROPN NNP proper noun False
Keras preprocessing text
6 PUNCT . punctuation False
JSON File
7 It -PRON- PRON PRP nronoun True

https://tinyurl.com/aintpupython101 139



https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101

‘= Table of contents

<>

O

Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python10tlipynb +r

File Edit View Insert Runtime Tools Help All changes saved

Text Analytics and Natural Language
Processing (NLP)

Python for Natural Language
Processing

spaCy Chinese Model

Open Chinese Convert (OpenCC, Fi
FhCEgit)

Jieba EEHXHF
Natural Language Toolkit (NLTK)

Stanza: A Python NLP Library for
Many Human Languages

Text Processing and Understanding

NLTK (Natural Language Processing
with Python — Analyzing Text with the
Natural Language Toolkit)

NLP Zero to Hero

Natural Language Processing -
Tokenization (NLP Zero to Hero,
part 1)

Natural Language Processing -
Sequencing - Turning sentence
into data (NLP Zero to Hero, part
2)

Natural Language Processing -
Training a model to recognize

sentiment in text (NLP Zero to
Hara nart )

X

B Comment &% Share £ 0

RAM o & g
+ Code + Text v Disk v 2" Editing A

L e B A

- Text Analytics and Natural Language Processing (NLP)

~ Python for Natural Language Processing
spaCy

¢ spaCy: Industrial-Strength Natural Language Processing in Python
¢ Source: https://spacy.io/usage/spacy-101

[1] 1 !python -m spacy download en_core web sm

833 1 import spacy
2 nlp = spacy.load("en _core web_sm")
3 doc = nlp("Apple is looking at buying U.K. startup for $1 billion")
4 for token in doc:
5 print(token.text, token.pos , token.dep )

[> Apple PROPN nsubj
is AUX aux
looking VERB ROOT
at ADP prep
buying VERB pcomp
U.K. PROPN compound
startup NOUN dobj
for ADP prep
$ SYM quantmod
1 NUM compound
billion NUM pobj

https://tinyurl.com/aintpupython101 140
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python101ipynb '+
Py Py B comment &% Share £ 0
File Edit View Insert Runtime Tools Help All changes saved
+ Code + Text v FE?S“{'( '_ v g Editing A
[ 1] 1 import spacy
2 nlp = spacy.load("en_core web sm")
3 doc = nlp("Apple is looking at buying U.K. startup for $1 billion")
4 import pandas as pd
5 cols = ("text", "lemma", "POS", "explain", "stopword")
6 rows = []
7 for t in doc:
8 row = [t.text, t.lemma_ , t.pos_, spacy.explain(t.pos_), t.is_stop]
9 rows .append (row)
10 df = pd.DataFrame(rows, columns=cols)
11 df
Bg text lemma POS explain stopword
0 Apple Apple PROPN proper noun False
1 is be VERB verb True
2 looking look  VERB verb False
3 at at ADP adposition True
4  buying buy  VERB verb False
5 UK. U.K. PROPN proper noun False
6 startup startup NOUN noun False
7 for for ADP  adposition True
8 $ $ SYM symbol False
9 1 1 NUM numeral False
10  billion  billion NUM numeral False

https://tinyurl.com/aintpupython101 141
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python101.ipynb B Comment &% Share £ o

File Edit View Insert Runtime Tools Help All changes saved

RAM N

+ Code + Text v Disk W - 2/ Editing A

[ 1] 1 import spacy
2 nlp = spacy.load("en_core _web_sm")
3 doc = nlp("Stanford University is located in California. It is a great university.")
4 import pandas as pd
5 cols = ("text", "lemma", "POS", "explain", "stopword")
6 rows = []
7 for t in doc:
8 row = [t.text, t.lemma_, t.pos_, spacy.explain(t.pos_), t.is_stop]
9 rows.append (row)
10 df = pd.DataFrame(rows, columns=cols)
11 df

[ text lemma POS explain stopword
0 Stanford  Stanford PROPN proper noun False
1 University University PROPN proper noun False
2 is be VERB verb True
3 located locate ~ VERB verb False
4 in in ADP  adposition True
5 California California  PROPN proper noun False
6 PUNCT  punctuation False
7 It -PRON- PRON pronoun True
8 is be VERB verb True
9 a a DET  determiner True
10 great great ADJ adjective False
11 university university = NOUN noun False
12 . . PUNCT punctuation False

https://tinyurl.com/aintpupython101 142
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

cO & python101.ipynb

File Edit View Insert Runtime Tools Help All changes saved

+ Code + Text

[ 1] 1 import spacy

<2 2 nlp = spacy.load("en core web sm")

3 text = "Stanford University is located in California. It is a great university."
- 4 doc = nlp(text)

5 for ent in doc.ents:

6 print(ent.text, ent.label )

[> Stanford University ORG
California GPE

[ ] 1 from spacy import displacy
2 text = "Stanford University is located in California. It is a great university.'
3 doc = nlp(text)
4 displacy.render(doc, style="ent", jupyter=True)

B Stanford University ORG is located in ~California GPE . It is a great university.

https://tinyurl.com/aintpupython101 143
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RKCrT

1 from spacy import displacy

2 text = "Stanford University is located in California. It is a great university."
3 doc = nlp(text)

4 displacy.render(doc, style="ent", jupyter=True)

5 displacy.render(doc, style="dep", jupyter=True)

Stanford University ORG is located in = California GPE . It is a great university.

nsubjpass

auxpass prep pobj

compoung

Stanford University is located in California.

PROPN PROPN AUX VERB ADP PROPN

https://tinyurl.com/aintpupython101 144
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v

Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& A,
& python101ipynb 7« B Comment 2% share 13 o
File Edit View Insert Runtime Tools Help Lastedited on May 13

+ Code + Text Connect ~ 2 Editin A
Table of contents X 4
T TN o B W
Text Anglytlcs and Natural Language ° 1 text = "Steve Jobs and Steve Wozniak incorporated Apple Computer on January 3, 1977, in Cupertino, California."
Processing (NLP)
2 doc = nlp(text)
Python for Natural Language 3 displacy.render(doc, style="ent", jupyter=True)
Processing
spaCy Chinese Model B incorporated = Apple Computer oRG on January 3, 1977 DATE ,in Cupertino GPE ,

Open Chinese Convert (OpenCC, i1 California GPE

X ESH)

Jieba #EEHX 53

[ 1 1 import spacy

Natural Language Toolkit (NLTK) 2 nlp = spacy.load("en_core web_sm")

Stanza: A Python NLP Library for 3 doc = nlp("sStanford University is located in California. It is a great university.")

Many Human Languages 4 import pandas as pd

5 cols = ("text", "lemma", "pos", "tag", "pos_explain", "stopword")

Text Processing and Understanding 6 rows = []

NLTK (Natural Language Processing 7 for t in doc:

with Python — Analyzing Text with the 8 row = [t.text, t.lemma_, t.pos_, t.tag_,spacy.explain(t.pos_), t.is_stop]

Natural Language Toolkit) 9 rows .append (row)

NLP Zero to Hero 10 df = pd.DataFrame(rows, columns=cols)
TINdE
Natural Language Processing -
;(;:(te;\)lzatlon (NLP Zero to Hero, (B text lemma pos tag pos_explain stopword
Natural Language Processing - 0 Stanford ~ Stanford PROPN NNP proper noun False
Sequencing - Turning sentence : : ; .
into data (NLP Zero to Hero, part 1 University University PROPN NNP proper noun False
2) 2 is be VERB VBZ verb True
Natural Language Processing - 3 located locate  VERB VBN verb False
Training a model to recognize
sentiment in text (NLP Zero to 4 in in ADP IN adposition True
Hero, part 3)
5 California California  PROPN NNP proper noun False
Keras preprocessing text
6 PUNCT . punctuation False
JSON File
7 It -PRON- PRON PRP nronotin True
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MONPA B34 :

il

AR ~ FRTEREE U ar B RPN S EH R

1 # MONPA [E#H: IERSPCERGE « FMAREUR R B EAN S EHER
2 # Source: https://github.com/monpa-team/monpa
3 !pip install monpa

1 import monpa

2 sentence = "$RITEFXIETENE > SREEREZARRAAL"
3 words = monpa.cut(sentence)

4 print(sentence)

5 prinE(" T join({words) )

6 result pseg = monpa.pseg(sentence)

7 for item in result pseg:

8 print(item)

IRITEREANE  SREBTIZANKAT
R1T EX B & > R s R 2/ SR AT

('§817', 'ORG')
('EX', 'Na')
('IEfE', 'D')
('#, 've)
('»', 'COMMACATEGORY')
('@, 'Na')
('#HE, 'Ne')
('8, 'VK')
('F', 'va')
("B, 'Na')
('AT', 'Na')

https://tinyurl.com/aintpupython101
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jieba
words = jieba.cut(sentence)

1 import jieba

2 import jieba.posseg as pseg

3 sentence = "IRITEFRIEENE » TREEREZARBRAL"
4 words = jieba.cut(sentence)

5 print (sentence)

6 print(" ".join(words))

7 wordspos = pseg.cut(sentence)

8 result = "'

9 for word, pos in wordspos:

10 print(word + ' (' + pos + ')')

1kl result = result + ' ' + word + '(' + pos + ')’
12 print(result.strip())

IRITEFXEERNE » SRESEREZARRAA

R1T EX¥ EE & > £/ S8 & 28 BiEAST
R1T (n)

E¥ (n)

EE (t)

N (v)

»(X)

£/ (n)

g (n)

" (a)

8 (n)

BEAA (n)

B1T(n) EFE(n) EE(t) HE(v) - (x) Efl(n) #E(n) R(d) ZH () BEAA (n)
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NLP Benchmark Datasets

Dataset

Link

Machine Translation

WMT 2014 EN-DE
WMT 2014 EN-FR

http://www-lium.univ-lemans.fr/~schwenk/cslm_joint_paper/

CNN/DM https://cs.nyu.edu/~kcho/DMQA/
T e —— Newsroom https://summari.e;s/ . _
DUC https://www-nlpir.nist.gov/projects/duc/data.html
Gigaword https://catalog.ldc.upenn.edu/LDC2012T21
ARC http://data.allenai.org/arc/
CliCR http://aclweb.org/anthology/N18-1140
CNN/DM https://cs.nyu.edu/~kcho/DMQA/
Reading Comprehension NewsQA https://dataser.ma?uuba.com/NestA
Question Answering RACE http://wvufw.qlzhe)ge.corp/data/RACE_leaderboard
Question Generation SQuAD https://rajpurkar.github.io/SQuAD-explorer/
Story Cloze Test http://aclweb.org/anthology/W17-0906.pdf
NarativeQA https://github.com/deepmind/narrativeqa
Quasar https://github.com/bdhingra/quasar
SearchQA https://github.com/nyu-dl/SearchQA

Semantic Parsing

AMR parsing
ATIS (SQL Parsing)
WikiSQL (SQL Parsing)

https://amr.isi.edu/index.html
https://github.com/jkkummerfeld/text2sql-data/tree/master/data
https://github.com/salesforce/WikiSQL

Sentiment Analysis

IMDB Reviews
SST
Yelp Reviews
Subjectivity Dataset

http://ai.stanford.edu/~amaas/data/sentiment/
https://nlp.stanford.edu/sentiment/index.html
https://www.yelp.com/dataset/challenge
http://www.cs.cornell.edu/people/pabo/movie-review-data/

Text Classification

AG News
DBpedia
TREC
20 NewsGroup

http://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
https://wiki.dbpedia.org/Datasets

https://trec.nist.gov/data.html
http://qwone.com/~jason/20Newsgroups/

SNLI Corpus

https://nlp.stanford.edu/projects/snli/

Natural Language Inference MultiNLI https://www.nyu.edu/projects/bowman/multinli/
SciTail http://data.allenai.org/scitail/
. . Proposition Bank http://propbank.github.io/
SERLmMUGRGIS Labhing OneNotes https://catalog.ldc.upenn.edu/LDC2013T19

Source: Amirsina Torfi, Rouzbeh A. Shirvani, Yaser Keneshloo, Nader Tavvaf, and Edward A. Fox (2020).
"Natural Language Processing Advancements By Deep Learning: A Survey." arXiv preprint arXiv:2003.01200.
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Summary

* Text Analytics and Text Mining

* Natural Language Processing (NLP)
* Text Analytics with Python
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