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Course Introduction

This course introduces the
fundamental concepts and research issues of
artificial intelligence for text analytics.

Topics include

Foundations of Text Analytics: Natural Language Processing (NLP)
Python for NLP

Processing and Understanding Text

Feature Engineering for Text Representation

Text Classification

Text Summarization and Topic Models

Text Similarity and Clustering

Semantic Analysis and Named Entity Recognition

L 0 N O Uk WD

Sentiment Analysis

10. The Promise of Deep Learning and Universal Sentence-Embedding Models
11. Question Answering and Dialogue Systems

12. Case Study on Al Text Analytics



A2 B #R
(Objective)
c BEMER B AR ESUANH
IR D PR F R AR o
Understand and apply the fundamental concepts

and research issues of
artificial intelligence for text analytics.

s ETATIFEXARASHAAHMZERTERR -
Conduct informatlon systems research in the
context of artificial intelligence for text analytics.
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F42 K4 (Syllabus)

Bk (Week) B #f (Date) ™M % (Subject/Topics)
12020/09/17 AT % & X RS B2 48

(Course Orientation on Artificial Intelligence for Text Analytics)
22020/09/24 X A nHr by HRE - B AREB T RIE

(Foundations of Text Analytics: Natural Language Processing; NLP)
3 2020/10/01 F #k & (Mid-Autumn Festival) % & — X (Day off)
4 2020/10/08 Python B 2R3& 3 & ¥

(Python for Natural Language Processing)

52020/10/15 j& 32 Fu3F A2 ST A
(Processing and Understanding Text)

62020/10/22 X AR FEHFH IR
(Feature Engineering for Text Representation)
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F42 K4 (Syllabus)

Bk (Week) B #f (Date) ™M % (Subject/Topics)
72020/10/29 AT E X ARG HT B EH R |
(Case Study on Artificial Intelligence for Text Analytics I)
8 2020/11/05 sy A~ »-#A
(Text Classification)
92020/11/12 x4 B Av XA A
(Text Summarization and Topic Models)
10 2020/11/19 #g P K % (Midterm Project Report)

11 2020/11/26 S AAR L B Fu 5
(Text Similarity and Clustering)

12 2020/12/03 3& & 5 # Fo4p & F #8357
(Semantic Analysis and Named Entity Recognition; NER)
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F42 K4 (Syllabus)

Bk (Week) B #f (Date) ™M % (Subject/Topics)
13 2020/12/10 15 B 70 #7

(Sentiment Analysis)
14 2020/12/17 AT E X Ko # B EHFF

(Case Study on Artificial Intelligence for Text Analytics Il)
152020/12/24 RE S B A0 A o) T AL

(Deep Learning and Universal Sentence-Embedding Models)
16 2020/12/31 A& A2 1 #3535 A 4

(Question Answering and Dialogue Systems)
17 2021/01/07 #f Kk #k % | (Final Project Presentation 1)

18 2021/01/14 #f Rk #k % Il (Final Project Presentation Il)
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Dipanjan Sarkar (2019),
Text Analytics with Python:

A Practitioner’s Guide to Natural Language Processing,
Second Edition. APress.

Text Analyt|cs

with Python

A Practitioner’s Guide to
Natural Language Processing

Second Edition

Dipanjan Sarkar

Apress’

https://www.amazon.com/Text-Analytics-Python-Practitioners-Processing/dp/1484243536
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Benjamin Bengfort, Rebecca Bilbro, and Tony Ojeda (2018),
Applied Text Analysis with Python:

Enabling Language-Aware Data Products with Machine Learning,
O’Redilly.

Text Analysis
Wlth Python

!M-F ING A tA ARE DATA PR
H MA( lfA

Benjamin Bengfort,
Rebecca Bilbro & Tony Ojeda

Source: https://www.amazon.com/Applied-Text-Analysis-Python-Language-Aware/dp/1491963042
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Charu C. Aggarwal (2018),

Machine Learning for Text,
Springer

... Charu C. Aggarwal

Machine Learning
forfext . #

https://www.amazon.com/Machine-Learning-Text-Charu-Aggarwal/dp/3319735306
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Gabe Ignatow and Rada F. Mihalcea (2017),
An Introduction to Text Mining:

Research Design, Data Collection, and Analysis,

SAGE Publications.

® P e
g & & 3

Gabe Ignatow
Rada Mxhalcea
‘ An Introauctlon to
|

) @ M1NING g

! Research Design,
{ Data Collection, and Analysis l

e 0 @
3@@@@

Source: https://www.amazon.com/Introduction-Text-Mining-Research-Collection/dp/1506337007
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Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
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Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson 22



Questions

Enablers

Outcomes

Three Types of Analytics

Business Analytics

Descriptive Predictive Prescriptive

What happened? What will happen? What should | do?
What is happening? Why will it happen? Why should | do it?

v/ Business reporting / Data mining : v Optimization
v Dashboards Ly Textmining i v Simulation
v/ Scorecards v Web/media m|n|ng v’ Decision modeling
v’ Data warehousing v' Forecasting v Expert systems
Well-defined Accurate projections Best possible
business problems of future events and business decisions
and opportunities outcomes and actions

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Text Analytics and Text Mining

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Text Analytics

* Text Analytics =
Information Retrieval +
Information Extraction +
Data Mining +
Web Mining

* Text Analytics =
Information Retrieval +
Text Mining

25



Text mining

* Text Data Mining

* Knowledge Discovery in
Textual Databases

26



Application Areas of Text Mining

Information extraction
Topic tracking
Summarization
Categorization
Clustering

Concept linking
Question answering

27



Natural Language Processing (NLP)

* Natural language processing (NLP) is an
important component of text mining and
is a subfield of artificial intelligence and
computational linguistics.

28



Natural Language Processing (NLP)

Part-of-speech tagging

Text segmentation

Word sense disambiguation
Syntactic ambiguity
Imperfect or irregular input
Speech acts

29



NLP Tasks

Question answering
Automatic summarization
Natural language generation
Natural language understanding
Machine translation

Foreign language reading
Foreign language writing.
Speech recognition
Text-to-speech

Text proofing

Optical character recognition
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A Multistep Process to Sentiment Analysis

Textual Data
|
A statement
Step 1
Calculate the
0O—S Polarity
Lexicon
L Is there a
No sentiment? Yes )
0-S
Yes Polarity
measure
Step 2
Calculate the N—pP | N—P Polarity
Polarity of the | Y
- sentiment
Lexicon Record the
—>| Polarity, Strength,
Y —>| and the Target
of the sentiment
Step 3
Identify the
target for the Target
sentiment
Y Y Y
Step 4

Tabulate & aggregate
the sentiment
analysis results

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Sentiment
Analysis

_—_—_—q

ﬁ__________________
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Sentiment Analysis

Subjectivity
Classification

Sentiment
Classification

Review
Usefulness
L Measurement )

Opinion Spam
Detection

\, A

( )

Lexicon
Creation

Aspect

Extraction

T \
LP: Application |

Polarity
Determination

~
Vagueness
resolution in
opinionated
. text

i Multi- & Cross—w
Lingual SC

\ 7

Cross-domain

™Y
|

SC

_—-

I Il I I S S S S -y

Approaches

Ontology based

Non-Ontology

based
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Sentiment Classification Techniques

. Decision Tree

Sentiment
Analysis

>

4 )
Machine

Learning

Approach
\. /

4 )
Lexicon-

based

Supervised
Learning

L Unsupervised

Learning

4 . . )
Dictionary-
based

Approach
. J

~ Classifiers |

Linear
~ Classifiers

Rule-based
] Classifiers )

" Probabilistic

Approach

\. J/

Corpus-based
Approach

~ Classifiers

Statistical

Semantic
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o0 Example of Opinion:

o0
review segment on iPhone

“I bought an iPhone a few days ago.

It was such a nice phone.
The touch screen was really cool.
The voice quality was clear too.

However, my mother was mad with me as | did not tell
her before | bought it.

She also thought the phone was too expensive, and
wanted me to return it to the shop. ... ”

34



Example of Opinion:
review segment on iPhone

“(1) | bought an iPhone a few days ago.

(2) It was such a nice phone.

® O  +Positive

(3) The touch screen was really cool. N, Opinior

(4) The voice quality was clear too.

(5) However, my mother was mad with me as | did not
tell her before | bought it.

(6) She also thought the phone was too expensive, and
wanted me to return it to the shop. ... B Nooative
A) Opinion

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 35



Text Classification

CLASSIFIER

Source: https://developers.google.com/machine-learning/guides/text-classification/
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Text Classification Workflow

Step 1: Gather Data

Step 2: Explore Your Data

Step 2.5: Choose a Model*

Step 3: Prepare Your Data

Step 4: Build, Train, and Evaluate Your Model
Step 5: Tune Hyperparameters

Step 6: Deploy Your Model

GATHER DATA [> [ EXPL 1 D

37



Text Classification Flowchart

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5 38



Text Classification S/W<1500: N-gram

...........

........ {Nomuum-onmode}
[ ! ------ b * [t i ------ b
v

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5
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Text Classification S/W>=1500: Sequence

Y
Select top_k features [freq]

-------- Normalization mode |- ------,
...... v v .
c oY s = h)
i\ samplewise | None . featurewise |
[ s B I — e

Y

Embeddings

Fine-tuned Frozen Embeddings

pre-trained pre-trained learned from

embedding embedding scratch
...............

-------------------------------------------

RNN ! | stackedRNN | | CNN-RNN ' | sepCNN ||  CNN

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5
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Step 2.5: Choose a

Model

Samples/Words < 1500
150,000/100 = 1500

e

Token mode [--------- ,
I Y
r )
word g char

...............

Y

Vectorization mode

N-gram

S - Number of samples
W - Number of words per sample

sequence

IMDDb review dataset,

the samples/words-per-sample ratio is ~ 144

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5
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re model

Step 2.5: Choose a Model
Samples/Words < 15,000

1,500,000/100 = 15,000

...............

_______________

meeeme————— Build model |- o
v y v
------------------
SVM MLP GBDT

..............................
Fine-tuned
pre-trained
embedding

Y Y Y
---------------------------------------------
RNN ! stacked RNN CNN-RNN

Build model

v

sepCNN

Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

...............

...............
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Step 3: Prepare Your Data

Texts:
Tl: 'The mouse ran up the clock'
T2: 'The mouse ran down’

Token Index:
{'the': 1, 'mouse’: 2, 'ran': 3, 'up': 4, 'clock': 5, 'down': 6,}.
NOTE: 'the' occurs most frequently,
so the index value of 1 is assigned to it.
Some libraries reserve index 0 for unknown tokens,
as 1is the case here.

Sequence of token indexes:

Tl: ‘The mouse ran up the clock’ =
[1-1 21' :31 41' 1! E5]

Tl: 'The mouse ran down’ =
[1, 2, 3, 6]

43



One-hot encoding

'The mouse ran up the clock’ =

o O O O
L Y e N

O O O

w L) L L

o - O O

L L L L

— O O O

L L L) L

o O O O

w L) L L

O O —+H O

L L L L

o O O O

The

mouse
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man
."\\ woman
-_A.
.~ s ~
king ‘\A.
queen

/\>

Male-Female

Word embeddings

walked
- ’v.
O swam
walking ’
/ O,
swimming
Verb Tense

Italy

Canada Spain . )

’ ® o
Turkey ’ ‘
Rome
e O @
. Ottawa Madrid Germany
@ . @
Ankara .Russz.a .’»'

’ Berlin

Japan

Mosco/\
Vietnam

R @
o @ ,

Hanoi

Tokyo .} ‘

Beijing

Country-Capital

Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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Word embeddings

S [[0.236, -0.141, 0.000, 0.045],
the |1 I [0.006, 0.652, 0.270, -0.556],
Trha‘;'ﬂ"‘:zz 123,415 E [0.305, 0.569, -0.028, 0.496],
‘c’lock_’ mouse | 2 [ 7| &S H ST 0,421, 0.195, -0.058, 0.477],
g [0.236, -0.141, 0.000, 0.045],
ran |3 3 [0.844, -0.001, 0.763, 0.201]]
)
up 4 &
clock |5 = [[0.236, -0.141, 0.000, 0.045),
The mouse L. 2,3 6 8 | | [0.006, 0652, 0.270, -0.556],
randown| | down |6 [ et . < [0.305, 0.569, -0.028, 0.496],
5 [0.466, -0.326, 0.884, 0.007]]

Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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Decoder

Sequence to Sequence

do

l

Knowledge

(Seq2Seq)

IS

Source: https://google.github.io/seq2seq/

power

ds
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Transformer (Attention is All You Need)
(Vaswani et al., 2017)

( iR
Add & Norm

Output
Probabilities

Linear

Feed
Forward
r ~\
_ .
Add & Norm Mult-Head
Feed Attention
Forward g I W Nx
i -
Nix
f-.' Add & Norm l Mesked
Multi-Head Multi-Head
Attention Attention
S I (SN S S
\_ J \_ _J)
Positional A Positional
Encodin D & i
coding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures

Ksp
=

Mask LM
*

for BERT

Start/End Spax

v )G )] - ()

Ce )] o)) - (W]
leemfl & |- [ 8| Eeem ]| & |- [&]
e mm O L o
@m [TokN ][ [SEP) ][Tolﬂ ] [TokM]
l_'_l

Masked Sentence A

. 2
Unlabeled Sentence A and B Pair

Masked Sentence B

Pre-training

00—

BERT
EE e [Eamn (e ][]

- oo | [Lsem J[wer ] [ ]
EE. EIEE.- G

Question Paragraph
*
Question Answer Pair

Fine-Tuning




BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding
BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation

Vi / h 4 D 4 N / B 4 N / / BN
Input [CLS] 1 my dog is ( cute ] [SEP] he [ likes ][ play ] ##ing ] [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay EMing E[SEP]
-+ + + + + -+ + + + -+ +
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ + + + + + + + + + +
Position
Embeddings Eo El E2 E3 E4 ES E6 E7 E8 E9 Elo




BERT, OpenAl GPT, ELMo

BERT (Ours)

OpenAl GPT
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Class
Label

BERT

el ]-

B B

Ey

G G JL ™ I S I S

ﬁ_

Sentence 1

Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Start/End Span

BERT

(e[ & |-

LE ][ e L& ][]

T

sl Tt:k l

L - L)

—
I_'_I

Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1

Fine-tuning BERT on Different Tasks

Class
Label
—
=] -

BERT

E

(cLs) E, E,
/I_I\ LT L
[CLS] Tok 1 Tok 2
]
l

Single Sentence

E,

(b) Single Sentence Classification Tasks:

SST-2, CoLA
(0] B-PER (0]
* & <
BERT
E|<:|.sl E, E, Ey

1 r 1

B Ea e e

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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A High-Level Depiction of

DeepQA Architecture

D Answer

N sources
Question N

(in natural Primary | | Candidate
language) search | |generation

Y
Question .
. Analysis
(Granslation [— 4o monsition) (|
to digital P

Evidence
sources

Support
evidence
retrieval

Deep
evidence
scoring

. Soft Evidence
ATEELEES filtering scoring

. Soft Evidence
SR 2 filtering scoring

Hypothesis n Soft Evidence
P filtering scoring

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson

Synthesis

g (combining)

.

| Merging and

ranking

Y

Answer and
confidence




Interaction

Chatbots

Bot Maturity Model

Customers want to have simpler means to interact with businesses and
get faster response to a question or complaint.

Level 1 >

Level2 ) Level 3 >

One Channel
\ J

\One Language

Human to bot

| tuman ) SRS < B28B )
. Handoff Ilstenln ) conversation

(Simple Q&A)

Multi Bot-to-bot
\_channel A interaction
Multi \ person J

Case

Line based Conversation Procecs
intelligence m:sed interaction

State < Mood )
— API transactions
( Training of conversation
C ) NLP model Event AP! intelligent
listening / producing queries

=

ST E
API queries iNKS Tor more
s :

Intelligence

Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Integration
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Dialogue
on
Airline Travel

Information System
(ATIS)



The ATIS
(Airline Travel Information System)

Dataset
https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk
Sentence | what | flights | leave | from | phoenix
Slots O O O O B-fromloc
Intent atis_flight

Training samples: 4978
Testing samples: 893
Vocab size: 943

Slot count: 129

Intent count: 26


https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk

SF-ID Network (eetal., 2019)
Slot Filling (SF)
Intent Detection (ID)

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling

al
Uslot 1

( SoAtemion ) ( IntentAtention i SF Subnet

a

[\

{ Iteration
Mechanism

\ /

Islot

© © O

B-fromloc -
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Intent Detection on ATIS
State-of-the-art

Intent Detection on ATIS

0.98

e
O
~

Accuracy

e
k-3

0.95

Jun 15

RANK METHOD

1 SF-ID

2 Capsule-NLU

Dec 15 Jun 16 Dec 16 Jun 17 Dec 17 Jun 18
-»- State-of-the-art methods
ACCURACY PAPER TITLE
0.9776 A Novel Bi-directional Interrelated Model for Joint Intent
’ Detection and Slot Filling
0.950 Joint Slot Filling and Intent Detection via Capsule Neural

Networks

https://paperswithcode.com/sota/intent-detection-on-atis

YEAR

2019

2018

Dec 18

Jun 19

PAPER

CODE
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https://paperswithcode.com/sota/intent-detection-on-atis

Slot Filling on ATIS
State-of-the-art

Slot Filling on ATIS

0.958
0.956
-
'
0.954
0.952
Jun 15 Dec 15 Jun 16 Dec 16 Jun 17 Dec 17 Jun 18 Dec 18 Jun 19 Dec
-~ State-of-the-art methods
7 Edit
RANK METHOD F1 PAPER TITLE YEAR PAPER CODE

A Novel Bi-directional Interrelated Model for Joint Intent
1 SF-ID 0.958 o " 2019 I O
Detection and Slot Filling

2 Capsule-NLU 0.952 Joint Slot Filling and Intent Detection via Capsule Neural 2018 5 o0
Networks

https://paperswithcode.com/sota/slot-filling-on-atis
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Restaurants Dialogue Datasets

* MIT Restaurant Corpus

— https://groups.csail.mit.edu/sls/downloads/restaurant/
* CamRest676

(Cambridge restaurant dialogue domain

dataset)
— https://www.repository.cam.ac.uk/handle/1810/260970

 DSTC2 (Dialog State Tracking Challenge 2 & 3)
— http://camdial.org/~mh521/dstc/
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EHRAHEZE R &K

The Evaluation of Chinese Human-Computer
Dialogue Technology, SMP2019-ECDT

* BARZTTHEMS

Natural Language Understanding (NLU)
« ¥ E I

Dialog Management (DM)
s BARTT AR

Natural Language Generation (NLG)

http://conference.cipsc.org.cn/smp2019/evaluation.html
https://github.com/OnionWang/SMP2019-ECDT-NLU
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Course Introduction

This course introduces the
fundamental concepts and research issues of
artificial intelligence for text analytics.

Topics include

Foundations of Text Analytics: Natural Language Processing (NLP)
Python for NLP

Processing and Understanding Text

Feature Engineering for Text Representation

Text Classification

Text Summarization and Topic Models

Text Similarity and Clustering

Semantic Analysis and Named Entity Recognition

L 0 N O Uk WD

Sentiment Analysis

10. The Promise of Deep Learning and Universal Sentence-Embedding Models
11. Question Answering and Dialogue Systems

12. Case Study on Al Text Analytics 62



AdWS academy

Accredited
Educator

aws
certified

Solutions
Architect

Assoc

iate

aws

certified

Cloud
Practitioner

AL EXEIH &
(Al for Text Analytics) ~—
Contact Information

8L F 1%+ (Min-Yuh Day, Ph.D.)
2 244% (Associate Professor)

BxElbtAE BMETHEMARA

Institute of Information Management, National Taipei University

%L ¢ 02-86741111 ext. 66873

3% E ¢ 7 8F12

Woht @ 23741 3L =4k & K228 151 3%
Email : myday@gm.ntpu.edu.tw

#uk . http://web.ntpu.edu.tw/~myday/
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