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Course Introduction
• This course introduces the 

fundamental concepts and research issues of 
artificial intelligence for text analytics. 

• Topics include 
1. Foundations of Text Analytics: Natural Language Processing (NLP) 
2. Python for NLP
3. Processing and Understanding Text
4. Feature Engineering for Text Representation
5. Text Classification
6. Text Summarization and Topic Models
7. Text Similarity and Clustering
8. Semantic Analysis and Named Entity Recognition
9. Sentiment Analysis
10. The Promise of Deep Learning and Universal Sentence-Embedding Models
11. Question Answering and Dialogue Systems
12. Case Study on AI Text Analytics 9



����
(Objective)

• ���
����	�
��
�
������#�
Understand and apply the fundamental concepts 
and research issues of 
artificial intelligence for text analytics.

• !����	�
���"� ������
Conduct information systems research in the 
context of artificial intelligence for text analytics.
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)� (Week)    �� (Date)    �� (Subject/Topics)

1 2020/09/17 �
������(�� 
(Course Orientation on Artificial Intelligence for Text Analytics)

2 2020/09/24 �����	�+"�'&#�
(Foundations of Text Analytics: Natural Language Processing; NLP)

3 2020/10/01 ��� (Mid-Autumn Festival) ���� (Day off)

4 2020/10/08 Python"�'&#�
(Python for Natural Language Processing)

5 2020/10/15 #���%��
(Processing and Understanding Text)

6 2020/10/22 ��$*��
�
(Feature Engineering for Text Representation)

(�
! (Syllabus)
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*� (Week)    �� (Date)    �� (Subject/Topics)

7 2020/10/29 ����������!# I 
(Case Study on Artificial Intelligence for Text Analytics I)

8 2020/11/05 ���,
(Text Classification)

9 2020/11/12 ���&��+�

(Text Summarization and Topic Models)

10 2020/11/19 ���
 (Midterm Project Report)

11 2020/11/26 �� ����%
(Text Similarity and Clustering)

12 2020/12/03 '�����	�-)�
(Semantic Analysis and Named Entity Recognition; NER)

("�$ (Syllabus)
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/ (Week)    �� (Date)    �� (Subject/Topics)
13 2020/12/10 ����

(Sentiment Analysis)
14 2020/12/17 ����������#% II 

(Case Study on Artificial Intelligence for Text Analytics II)
15 2020/12/24 !��*�."�
���


(Deep Learning and Universal Sentence-Embedding Models)

16 2020/12/31 	&'(+�,'(
(Question Answering and Dialogue Systems)

17 2021/01/07 ���� I (Final Project Presentation I)
18 2021/01/14 ���� II (Final Project Presentation II)

-$�) (Syllabus)
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(Cases and Papers related to 
AI for Text Analytics)
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AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics
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 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 

1.3 

1970s 1980s 1990s 2000s 2010s

Routine Reporting

AI/Expert Systems
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Data/Text M
ining

Business Intelligence

Big Data Analytics

In-M
emory, In-Database

Social Network/M
edia Analytics

Decision Support Systems Enterprise/Executive IS Business Intelligence Analytics Big Data ...

FIGURE 1.8 Evolution of  Decision Support, Business Intelligence, and Analytics.
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Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), 
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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computer technology, management science techniques, and statistics to solve real prob-
lems. Of course, many other organizations have proposed their own interpretations and 
motivations for analytics. For example, SAS Institute Inc. proposed eight levels of analytics 
that begin with standardized reports from a computer system. These reports essentially 
provide a sense of what is happening with an organization. Additional technologies have 
enabled us to create more customized reports that can be generated on an ad hoc basis. 
The next extension of reporting takes us to OLAP-type queries that allow a user to dig 
deeper and determine specific sources of concern or opportunities. Technologies available 
today can also automatically issue alerts for a decision maker when performance warrants 
such alerts. At a consumer level we see such alerts for weather or other issues. But similar 
alerts can also be generated in specific settings when sales fall above or below a certain 
level within a certain time period or when the inventory for a specific product is running 
low. All of these applications are made possible through analysis and queries on data being 
collected by an organization. The next level of analysis might entail statistical analysis to 
better understand patterns. These can then be taken a step further to develop forecasts or 
models for predicting how customers might respond to a specific marketing campaign or 
ongoing service/product offerings. When an organization has a good view of what is hap-
pening and what is likely to happen, it can also employ other techniques to make the best 
decisions under the circumstances. These eight levels of analytics are described in more 
detail in a white paper by SAS (sas.com/news/sascom/analytics_levels.pdf).

This idea of looking at all the data to understand what is happening, what will happen, 
and how to make the best of it has also been encapsulated by INFORMS in proposing three 
levels of analytics. These three levels are identified (informs.org/Community/Analytics) as 
descriptive, predictive, and prescriptive. Figure 1.11 presents a graphical view of these three 
levels of analytics. It suggests that these three are somewhat independent steps and one type 
of analytics applications leads to another. It also suggests that there is actually some overlap 
across these three types of analytics. In either case, the interconnected nature of different 
types of analytics applications is evident. We next introduce these three levels of analytics.

Business Analytics

Descriptive

What happened?
What is happening?

Predictive

What will happen?
Why will it happen?

Prescriptive

What should I do?
Why should I do it?

Q
ue

st
io
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E

na
bl

er
s

Well-defined
business problems
and opportunities

Accurate projections
of future events and

outcomes

Best possible
business decisions

and actions

O
ut

co
m

es

   Business reporting
   Dashboards
   Scorecards
   Data warehousing

   Data mining
   Text mining
   Web/media mining
   Forecasting

   Optimization
   Simulation
   Decision modeling
   Expert systems

FIGURE 1.11 Three Types of  Analytics.
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Three Types of Analytics 

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), 
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Text Analytics and Text Mining

24Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Text Analytics = 
Information Retrieval + 
Information Extraction + 
Data Mining + 
Web Mining

• Text Analytics = 
Information Retrieval + 
Text Mining 

25

Text Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Text Data Mining
• Knowledge Discovery in 

Textual Databases 

26

Text mining

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Information extraction
• Topic tracking 
• Summarization 
• Categorization 
• Clustering 
• Concept linking 
• Question answering

27

Application Areas of Text Mining

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Natural language processing (NLP) is an 
important component of text mining and 
is a subfield of artificial intelligence and 
computational linguistics.

28

Natural Language Processing (NLP)

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Part-of-speech tagging
• Text segmentation 
• Word sense disambiguation 
• Syntactic ambiguity 
• Imperfect or irregular input 
• Speech acts 

29

Natural Language Processing (NLP)

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Question answering 
• Automatic summarization 
• Natural language generation
• Natural language understanding
• Machine translation 
• Foreign language reading 
• Foreign language writing. 
• Speech recognition 
• Text-to-speech 
• Text proofing 
• Optical character recognition

30

NLP Tasks

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



A Multistep Process to Sentiment Analysis

31Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Sentiment Analysis

32
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.
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Sentiment Classification Techniques

33
Source: Jesus Serrano-Guerrero, Jose A. Olivas, Francisco P. Romero, and Enrique Herrera-Viedma (2015), 

"Sentiment analysis: A review and comparative analysis of web services," Information Sciences, 311, pp. 18-38.
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Example of Opinion:
review segment on iPhone

“I bought an iPhone a few days ago. 
It was such a nice phone.
The touch screen was really cool. 
The voice quality was clear too. 
However, my mother was mad with me as I did not tell 

her before I bought it. 
She also thought the phone was too expensive, and 

wanted me to return it to the shop. … ”

34Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



“(1) I bought an iPhone a few days ago. 

(2) It was such a nice phone.

(3) The touch screen was really cool. 
(4) The voice quality was clear too.

(5) However, my mother was mad with me as I did not 

tell her before I bought it. 

(6) She also thought the phone was too expensive, and 

wanted me to return it to the shop. … ”

35Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,

+Positive 
Opinion

-Negative 
Opinion

Example of Opinion:
review segment on iPhone
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Text Classification

Source: https://developers.google.com/machine-learning/guides/text-classification/



Text Classification Workflow
• Step 1: Gather Data
• Step 2: Explore Your Data
• Step 2.5: Choose a Model*
• Step 3: Prepare Your Data
• Step 4: Build, Train, and Evaluate Your Model
• Step 5: Tune Hyperparameters
• Step 6: Deploy Your Model

37Source: https://developers.google.com/machine-learning/guides/text-classification/



38Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Text Classification Flowchart



39Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Text Classification S/W<1500: N-gram



40Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Text Classification S/W>=1500: Sequence



Step 2.5: Choose a Model
Samples/Words < 1500

150,000/100 = 1500

41Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

IMDb review dataset, 
the samples/words-per-sample ratio is ~ 144



42Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Step 2.5: Choose a Model
Samples/Words < 15,000
1,500,000/100 = 15,000
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Texts: 
T1: ’The mouse ran up the clock'
T2: ’The mouse ran down’

Token Index: 
{'the': 1, 'mouse’: 2, 'ran': 3, 'up': 4, 'clock': 5, 'down': 6,}.

NOTE: 'the' occurs most frequently, 
so the index value of 1 is assigned to it.
Some libraries reserve index 0 for unknown tokens,  
as is the case here.

Sequence of token indexes: 
T1: ‘The mouse ran up the clock’ = 

[1,  2,   3, 4,  1,  5]
T1: ’The mouse ran down’ = 

[1,   2,   3,  6]
Source: https://developers.google.com/machine-learning/guides/text-classification/step-3

Step 3: Prepare Your Data



One-hot encoding

44Source: https://developers.google.com/machine-learning/guides/text-classification/step-3

'The mouse ran up the clock’ = 

[ [0, 1, 0, 0, 0, 0, 0], 
[0, 0, 1, 0, 0, 0, 0],
[0, 0, 0, 1, 0, 0, 0],
[0, 0, 0, 0, 1, 0, 0],
[0, 1, 0, 0, 0, 0, 0],
[0, 0, 0, 0, 0, 1, 0] ]

[0, 1, 2, 3, 4, 5, 6]

The 
mouse
ran 
up 
the 
clock

1
2
3
4
1
5



Word embeddings

45Source: https://developers.google.com/machine-learning/guides/text-classification/step-3



Word embeddings

46Source: https://developers.google.com/machine-learning/guides/text-classification/step-3



Sequence to Sequence 
(Seq2Seq)

47Source: https://google.github.io/seq2seq/



Transformer (Attention is All You Need) 
(Vaswani et al., 2017)

48
Source: Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin. 

"Attention is all you need." In Advances in neural information processing systems, pp. 5998-6008. 2017.



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

49
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)
Overall pre-training and fine-tuning procedures 

for BERT



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

50
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation



BERT, OpenAI GPT, ELMo

51
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.



52
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Different Tasks



A High-Level Depiction of 
DeepQA Architecture

53Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Chatbots
Bot Maturity Model

54Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Customers want to have simpler means to interact with businesses and 
get faster response to a question or complaint.



Dialogue 
on

Airline Travel 
Information System 

(ATIS)  
55



The ATIS 
(Airline Travel Information System) 

Dataset

56Source: Haihong, E., Peiqing Niu, Zhongfu Chen, and Meina Song. "A novel bi-directional interrelated model for joint intent detection and slot filling." In Proceedings of the 57th 
Annual Meeting of the Association for Computational Linguistics, pp. 5467-5471. 2019.

Training samples: 4978
Testing samples:  893
Vocab size:  943
Slot count:  129
Intent count:   26

https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk

https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk


SF-ID Network (E et al., 2019)

Slot Filling (SF) 
Intent Detection (ID)

57Source: Haihong, E., Peiqing Niu, Zhongfu Chen, and Meina Song. "A novel bi-directional interrelated model for joint intent detection and slot filling." In Proceedings of the 57th 
Annual Meeting of the Association for Computational Linguistics, pp. 5467-5471. 2019.

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling



Intent Detection on ATIS
State-of-the-art

58Source: https://paperswithcode.com/sota/intent-detection-on-atis

https://paperswithcode.com/sota/intent-detection-on-atis


Slot Filling on ATIS
State-of-the-art

59Source: https://paperswithcode.com/sota/slot-filling-on-atis

https://paperswithcode.com/sota/slot-filling-on-atis


Restaurants Dialogue Datasets

• MIT Restaurant Corpus
– https://groups.csail.mit.edu/sls/downloads/restaurant/

• CamRest676 
(Cambridge restaurant dialogue domain 
dataset)
– https://www.repository.cam.ac.uk/handle/1810/260970

• DSTC2 (Dialog State Tracking Challenge 2 & 3)
– http://camdial.org/~mh521/dstc/

60

https://groups.csail.mit.edu/sls/downloads/restaurant/
https://www.repository.cam.ac.uk/handle/1810/260970
http://camdial.org/~mh521/dstc/


�����
�
The Evaluation of Chinese Human-Computer 

Dialogue Technology, SMP2019-ECDT
• �����


Natural Language Understanding (NLU)
• ��	�

Dialog Management (DM)
• ������

Natural Language Generation (NLG)

61
Source: http://conference.cipsc.org.cn/smp2019/evaluation.html

https://github.com/OnionWang/SMP2019-ECDT-NLU

http://conference.cipsc.org.cn/smp2019/evaluation.html
https://github.com/OnionWang/SMP2019-ECDT-NLU


Course Introduction
• This course introduces the 

fundamental concepts and research issues of 
artificial intelligence for text analytics. 

• Topics include 
1. Foundations of Text Analytics: Natural Language Processing (NLP) 
2. Python for NLP
3. Processing and Understanding Text
4. Feature Engineering for Text Representation
5. Text Classification
6. Text Summarization and Topic Models
7. Text Similarity and Clustering
8. Semantic Analysis and Named Entity Recognition
9. Sentiment Analysis
10. The Promise of Deep Learning and Universal Sentence-Embedding Models
11. Question Answering and Dialogue Systems
12. Case Study on AI Text Analytics 62
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