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週次 (Week)				日期 (Date)				內容 (Subject/Topics)
1				2017/02/15				Course	Orientation	for	Social	Computing	and	

Big	Data	Analytics	
(社群運算與大數據分析課程介紹)

2				2017/02/22				Data	Science	and	Big	Data	Analytics:	
Discovering,	Analyzing,	Visualizing	and	Presenting	Data	
(資料科學與大數據分析：
探索、分析、視覺化與呈現資料)

3				2017/03/01				Fundamental	Big	Data:	MapReduce	Paradigm,	
Hadoop	and	Spark	Ecosystem	
(大數據基礎：MapReduce典範、
Hadoop與Spark生態系統)

課程大綱 (Syllabus)
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週次 (Week)				日期 (Date)				內容 (Subject/Topics)
4				2017/03/08				Big	Data	Processing	Platforms	with	SMACK:	

Spark,	Mesos,	Akka,	Cassandra	and	Kafka	
(大數據處理平台SMACK：
Spark,	Mesos,	Akka,	Cassandra,	Kafka)

5				2017/03/15				Big	Data	Analytics	with	Numpy in	Python	
(Python	Numpy大數據分析)

6				2017/03/22				Finance	Big	Data	Analytics	with	Pandas	in	Python
(Python	Pandas	財務大數據分析)

7				2017/03/29				Text	Mining	Techniques	and	
Natural	Language	Processing	
(文字探勘分析技術與自然語言處理)

8				2017/04/05				Off-campus	study	(教學行政觀摩日)

課程大綱 (Syllabus)
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週次 (Week)				日期 (Date)				內容 (Subject/Topics)
9				2017/04/12					Social	Media	Marketing	Analytics	

(社群媒體行銷分析)
10				2017/04/19				期中報告 (Midterm	Project	Report)
11				2017/04/26				Deep	Learning	with	Theano and	Keras in	Python

(Python	Theano和 Keras深度學習)
12				2017/05/03				Deep	Learning	with	Google	TensorFlow

(Google	TensorFlow深度學習)
13				2017/05/10				Sentiment	Analysis	on	Social	Media	with	

Deep	Learning
(深度學習社群媒體情感分析)

課程大綱 (Syllabus)
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週次 (Week)				日期 (Date)				內容 (Subject/Topics)
14				2017/05/17				Social	Network	Analysis	(社會網絡分析)
15				2017/05/24				Measurements	and	Tools	of	Social	Network	Analysis	

(社會網絡分析量測與工具)
16				2017/05/31				Invited	Talk:	From	Blog	to	Job	Bank	

(社群平台分析)	
[Invited	Speaker:	Dr.	Rick	Cheng-Yu	Lu,	CDO,	104]

17				2017/06/07				Final	Project	Presentation	I	(期末報告 I)
18				2017/06/14				Final	Project	Presentation	II	(期末報告 II)

課程大綱 (Syllabus)
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Sentiment	Analysis	
on	

Social	Media	
with	

Deep	Learning
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7Source: Zhu, Yongjun, Meen Chul Kim, and Chaomei Chen. 
"An investigation of the intellectual structure of opinion mining research." Information Research 22, no. 1 (2017).

Intellectual	
Structure	of	

Opinion	Mining	
Research



The	Five-eras	Vision	of	
Affective	Computing	and	Sentiment	Analysis

8Source: Cambria, Erik. "Affective computing and sentiment analysis." IEEE Intelligent Systems 31, no. 2 (2016): 102-107.

5.	Era	of	Social	Commerce

4.	Era	of	Social	Context

3.	Era	of	Social	Colonization

2.	Era	of	Social	Functionality

1.	Era	of	Social	Relationships



The	Five-eras	Vision	of	
Affective	Computing	and	Sentiment	Analysis

9Source: Cambria, Erik. "Affective computing and sentiment analysis." IEEE Intelligent Systems 31, no. 2 (2016): 102-107.

5.	Era	of	Social	Commerce



Sentic Computing's	Hybrid	
Framework	for	Polarity	Detection

10Source: Cambria, Erik. "Affective computing and sentiment analysis." IEEE Intelligent Systems 31, no. 2 (2016): 102-107.



Evolution	of	Natural	Language	Processing	
(NLP)	Research

11Source: Cambria, Erik. "Affective computing and sentiment analysis." IEEE Intelligent Systems 31, no. 2 (2016): 102-107.



Sentiment	
Analysis

12



Example	of	Opinion:
review	segment	on	iPhone

“I	bought	an	iPhone	a	few	days	ago.	
It	was	such	a	nice	phone.
The	touch	screen	was	really	cool.	
The	voice	quality	was	clear	too.	
However,	my	mother	was	mad	with	me	as	I	did	not	tell	
her	before	I	bought	it.	

She	also	thought	the	phone	was	too	expensive,	and	
wanted	me	to	return	it	to	the	shop.	…	”

13Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



“(1)	I	bought	an	iPhone a	few	days	ago.	
(2)	It	was	such	a	nice phone.
(3)	The	touch	screen	was	really	cool.	
(4)	The	voice	quality	was	clear too.
(5)	However,	my	mother	was	mad	with	me	as	I	did	not	
tell	her	before	I	bought	it.	

(6)	She	also	thought	the	phone	was	too	expensive,	and	
wanted	me	to	return	it	to	the	shop. …	”

14Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,

+Positive 
Opinion

-Negative 
Opinion

Example	of	Opinion:
review	segment	on	iPhone



Architectures	
of	

Sentiment	
Analytics
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Bing	Liu	(2015),	
Sentiment	Analysis:	

Mining	Opinions,	Sentiments,	and	Emotions,	
Cambridge	University	Press

16http://www.amazon.com/Sentiment-Analysis-Opinions-Sentiments-Emotions/dp/1107017890



Sentiment	Analysis	and	
Opinion	Mining

• Computational	study	of	
opinions,
sentiments,
subjectivity,
evaluations,
attitudes,
appraisal,
affects,	
views,
emotions,
ets.,	expressed	in	text.
– Reviews,	blogs,	discussions,	news,	comments,	feedback,	or	any	other	

documents

17Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Research	Area	of	Opinion	Mining
• Many	names	and	tasks with	difference	
objective	and	models
– Sentiment	analysis
– Opinion	mining
– Sentiment	mining
– Subjectivity	analysis
– Affect	analysis
– Emotion	detection
– Opinion	spam	detection

18Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Sentiment	Analysis

• Sentiment
– A	thought,	view,	or	attitude,	especially	one	based	
mainly	on	emotion	instead	of	reason

• Sentiment	Analysis
– opinion	mining
– use	of	natural	language	processing	(NLP)	and	
computational	techniques	to	automate	the	
extraction	or	classification	of	sentiment	from	
typically	unstructured	text

19



Applications	of	Sentiment	Analysis
• Consumer	information

– Product	reviews
• Marketing

– Consumer	attitudes
– Trends

• Politics
– Politicians	want	to	know	voters’	views
– Voters	want	to	know	policitians’	stances	and	who	
else	supports	them

• Social
– Find	like-minded	individuals	or	communities

20



Sentiment	detection
• How	to	interpret	features	for	sentiment	
detection?
– Bag	of	words	(IR)
– Annotated	lexicons	(WordNet,	SentiWordNet)
– Syntactic	patterns

• Which	features	to	use?
– Words	(unigrams)
– Phrases/n-grams
– Sentences

21



Problem	statement	of	
Opinion	Mining

• Two	aspects	of	abstraction
– Opinion	definition

• What	is	an	opinion?
• What	is	the	structured	definition	of	opinion?

– Opinion	summarization
• Opinion	are	subjective

–An	opinion	from	a	single	person	(unless	a	VIP)	
is	often	not	sufficient	for	action

• We	need	opinions	from	many	people,
and	thus	opinion	summarization.

22Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



What	is	an	opinion?
• Id:	Abc123 on	5-1-2008 “I bought	an	iPhone a	few	days	ago.	It	is	

such	a	nice phone.	The	touch	screen	is	really	cool.	The	voice	
quality is	clear too.	It	is	much	better than	my	old	Blackberry,	
which	was	a	terrible phone and	so	difficult	to	type	with	its tiny	
keys.	However,	my	mother	was	mad with	me	as	I	did	not	tell	her	
before	I	bought	the	phone.	She	also	thought	the	phone was	too	
expensive,	…”

• One	can	look	at	this	review/blog	at	the
– Document	level

• Is	this	review	+	or	-?
– Sentence	level

• Is	each	sentence	+	or	-?
– Entity	and	feature/aspect	level

23Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Entity	and	aspect/feature	level
• Id:	Abc123 on	5-1-2008 “I bought	an	iPhone a	few	days	ago.	It	is	

such	a	nice phone.	The	touch	screen	is	really	cool.	The	voice	
quality is	clear too.	It	is	much	better than	my	old	Blackberry,	
which	was	a	terrible phone and	so	difficult	to	type	with	its tiny	
keys.	However,	my	mother	was	mad with	me	as	I	did	not	tell	her	
before	I	bought	the	phone.	She	also	thought	the	phone was	too	
expensive,	…”

• What	do	we	see?
– Opinion	targets:	entities	and	their	features/aspects
– Sentiments:	positive	and	negative
– Opinion	holders:	persons	who	hold	the	opinions
– Time:	when	opinion	are	expressed

24Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Two	main	types	of	opinions
• Regular	opinions:	Sentiment/Opinion	expressions	on	some	

target	entities
– Direct	opinions:	sentiment	expressions	on	one	object:

• “The	touch	screen	is	really	cool.”
• “The	picture	quality	of	this	camera is	great”

– Indirect	opinions:	comparisons,	relations	expressing	
similarities	or	differences	(objective	or	subjective)	of	more	
than	one	object

• “phone	X	is	cheaper	than	phone	Y.”	(objective)
• “phone	X	is	better	than	phone	Y.”	(subjective)

• Comparative	opinions:	comparisons	of	more	than	one	entity.
– “iPhone is	better than	Blackberry.”

25Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Subjective	and	Objective
• Objective

– An	objective	sentence	expresses	some	factual	information
about	the	world.

– “I	returned the	phone	yesterday.”
– Objective	sentences	can	implicitly	indicate	opinions

• “The	earphone broke in	two	days.”
• Subjective

– A	subjective	sentence	expresses	some	personal	feelings or	
beliefs.

– “The	voice	on	my	phone	was	not so	clear”
– Not	every	subjective	sentence	contains	an	opinion

• “I	wanted	a	phone	with	good voice	quality”
• è Subjective	analysis

26Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Sentiment	Analysis
vs.

Subjectivity	Analysis

27

Positive

Negative

Neutral Objective

Subjective

Sentiment 
Analysis

Subjectivity 
Analysis



A	(regular)	opinion
• Opinion (a	restricted	definition)

– An	opinion	(regular	opinion)	is	simply	a	positive	or	
negative sentiment,	view,	attitude,	emotion,	or	
appraisal	about	an	entity or	an	aspect	of	the	entity
from	an	opinion	holder.

• Sentiment	orientation	of	an	opinion
– Positive,	negative,	or	neutral	(no	opinion)
– Also	called:

• Opinion	orientation
• Semantic	orientation
• Sentiment	polarity

28Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Entity	and	aspect
• Definition	of	Entity:

– An	entity	e	is	a	product,	person,	event,	
organization,	or	topic.

– e	is	represented	as
• A	hierarchy	of	components,	sub-components.
• Each	node	represents	a	components	and	is	associated	
with	a	set	of	attributes	of	the	components

• An	opinion	can	be	expressed	on	any	node	or	
attribute	of	the	node

• Aspects(features)
– represent	both	components	and	attribute

29Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Opinion Definition
• An	opinion	is	a	quintuple
(ej,	ajk,	soijkl,	hi,	tl)
where
– ej is	a	target	entity.
– ajk is	an	aspect/feature	of	the	entity	ej .
– soijkl is	the	sentiment value	of	the	opinion from	the	
opinion	holder	on	feature	of	entity	at	time.
soijkl is	+ve,	-ve,	or	neu,	or	more	granular	ratings

– hi is	an	opinion	holder.
– tl is	the	time when	the	opinion	is	expressed.

• (ej,	ajk)	is	also	called	opinion	target
30Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Terminologies

• Entity:	object
• Aspect:	feature,	attribute,	facet
• Opinion	holder:	opinion	source

• Topic:	entity,	aspect

• Product	features,	political	issues

31Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Subjectivity	and	Emotion

• Sentence	subjectivity
–An	objective	sentence	presents	some	factual	
information,	while	a	subjective	sentence	
expresses	some	personal	feelings,	views,	
emotions,	or	beliefs.

• Emotion
– Emotions	are	people’s	subjective	feelings
and	thoughts.

32Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Classification	Based	on	
Supervised	Learning

• Sentiment	classification
– Supervised	learning	Problem
– Three	classes

• Positive
• Negative
• Neutral

33Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Opinion	words	in	
Sentiment	classification

• topic-based	classification
– topic-related	words	are	important	

• e.g.,	politics,	sciences,	sports

• Sentiment	classification
– topic-related	words	are	unimportant
– opinion	words	(also	called	sentiment	words)

• that	indicate	positive or	negative opinions	are	
important,	
e.g.,	great,	excellent,	amazing,	horrible,	bad,	worst

34Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Features	in	Opinion	Mining
• Terms	and	their	frequency

– TF-IDF
• Part	of	speech	(POS)

– Adjectives
• Opinion	words	and	phrases

– beautiful,	wonderful,	good,	and	amazing	are	positive	opinion	
words

– bad,	poor,	and	terrible	are	negative	opinion	words.
– opinion	phrases	and	idioms,		
e.g.,	cost	someone	an	arm	and	a	leg

• Rules	of	opinions
• Negations
• Syntactic	dependency

35Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



Sentiment	Analysis	Architecture	

36
Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques," 

International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15

Positive	
tweets

Negative
tweets

Word	
features

Features
extractor

Features
extractor

Positive	 Negative

TweetClassifier

Training
set



Sentiment	Classification	Based	on	Emoticons	

37
Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques," 

International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15

Based	on	Positive	Emotions

Feature	Extraction

Positive	 Negative

Tweeter

Classifier

Training	Dataset

Tweeter	Streaming	API	1.1

Positive	tweets Negative	tweets

Tweet	preprocessing

Based	on	Negative	Emotions

Generate	Training	Dataset	for	Tweet	

Test	Dataset



Lexicon-Based	Model

38
Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques," 

International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15

Preassembled	
Word	Lists

Generic	
Word	Lists
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Lexicon
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Tokenized	
Document	
Collection

Sentiment	
Polarity



Sentiment	Analysis	Tasks

39
Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques," 

International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15

Subjectivity	
Classification

Opinionated	
Document

Opinion	holder	
extraction

Sentiment	
Classification

Object/Feature	
extraction



Sentiment	Analysis
vs.

Subjectivity	Analysis

40
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Levels	of	Sentiment	Analysis	

41
Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques," 

International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15

Sentiment	Analysis

Word	
level

Sentiment	
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Sentence
level

Sentiment	
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Document	
level

Sentiment	
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level

Sentiment	
Analysis



42
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.
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Sentiment	Analysis

43
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.
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Sentiment	Classification	Techniques

44
Source: Jesus Serrano-Guerrero, Jose A. Olivas, Francisco P. Romero, and Enrique Herrera-Viedma (2015), 

"Sentiment analysis: A review and comparative analysis of web services," Information Sciences, 311, pp. 18-38.
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Machine	Learning	Models

45

Deep	Learning

Ensemble	

Clustering Regression	Analysis

Kernel	

Dimensionality	reductionDecision	tree

Instance	basedBayesian

Association	rules

Source: Sunila Gollapudi (2016),	Practical	Machine	Learning,	Packt Publishing



A	Brief	Summary	of	Sentiment	Analysis	Methods

46
Source: Zhang, Z., Li, X., and Chen, Y. (2012), "Deciphering word-of-mouth in social media: Text-based metrics of consumer reviews," 

ACM Trans. Manage. Inf. Syst. (3:1) 2012, pp 1-23.,



Word-of-Mouth	(WOM)
• “This	book	is	the	best	written	documentary	
thus	far,	yet	sadly,	there	is	no	soft	cover	
edition.”

• “This	book	is	the	best written	documentary	
thus	far,	yet sadly,	there	is	no soft	cover	
edition.”

47
Source: Zhang, Z., Li, X., and Chen, Y. (2012), "Deciphering word-of-mouth in social media: Text-based metrics of consumer reviews," 

ACM Trans. Manage. Inf. Syst. (3:1) 2012, pp 1-23.,



This
book
is
the
best
written
documentary
thus
far
,
yet
sadly
,
there
is
no
soft
cover
edition
.

48

Word POS
This DT
book NN
is VBZ
the DT
best JJS
written VBN

documentary NN

thus RB
far RB
, ,
yet RB
sadly RB
, ,
there EX
is VBZ
no DT
soft JJ
cover NN
edition NN
. .

Source: Zhang, Z., Li, X., and Chen, Y. (2012), "Deciphering word-of-mouth in social media: Text-based metrics of consumer reviews," 
ACM Trans. Manage. Inf. Syst. (3:1) 2012, pp 1-23.,



Conversion	of	text	representation

49
Source: Zhang, Z., Li, X., and Chen, Y. (2012), "Deciphering word-of-mouth in social media: Text-based metrics of consumer reviews," 

ACM Trans. Manage. Inf. Syst. (3:1) 2012, pp 1-23.,



Example	of	SentiWordNet
POS ID PosScore NegScore SynsetTerms Gloss
a 00217728 0.75 0 beautiful#1 delighting	the	senses	or	

exciting	intellectual	or	emotional	admiration;	"a	beautiful	child";	
"beautiful	country";	"a	beautiful	painting";	"a	beautiful	theory";	"a	
beautiful	party“

a 00227507 0.75 0 best#1 (superlative	of	`good')	having	the	
most	positive	qualities;	"the	best	film	of	the	year";	"the	best	solution";	
"the	best	time	for	planting";	"wore	his	best	suit“

r 00042614 0 0.625 unhappily#2	sadly#1 in	an	
unfortunate	way;	"sadly	he	died	before	he	could	see	his	grandchild“

r 00093270 0 0.875 woefully#1	sadly#3 lamentably#1	
deplorably#1 in	an	unfortunate	or	deplorable	manner;	"he	was	sadly	
neglected";	"it	was	woefully	inadequate“

r 00404501 0 0.25 sadly#2 with	sadness;	in	a	sad	manner;	
"`She	died	last	night,'	he	said	sadly"

50



SenticNet

51

The car is very old but it is rather not expensive.

The car is very old but it is rather not expensive.

The car is very old but it is rather not expensive.

Source: Cambria, Erik, Soujanya Poria, Rajiv Bajpai, and Björn Schuller. "SenticNet 4: A semantic resource for sentiment analysis 
based on conceptual primitives." In the 26th International Conference on Computational Linguistics (COLING), Osaka. 2016.



Polarity	Detection	with	SenticNet

52
Source: Cambria, Erik, Soujanya Poria, Rajiv Bajpai, and Björn Schuller. "SenticNet 4: A semantic resource for sentiment analysis 

based on conceptual primitives." In the 26th International Conference on Computational Linguistics (COLING), Osaka. 2016.

The car is very old but it is rather not expensive.
The car is very old but it is rather not expensive.



53
Source: Cambria, Erik, Soujanya Poria, Rajiv Bajpai, and Björn Schuller. "SenticNet 4: A semantic resource for sentiment analysis 

based on conceptual primitives." In the 26th International Conference on Computational Linguistics (COLING), Osaka. 2016.

Polarity	Detection	with	SenticNet



54
Source: Cambria, Erik, Soujanya Poria, Rajiv Bajpai, and Björn Schuller. "SenticNet 4: A semantic resource for sentiment analysis 

based on conceptual primitives." In the 26th International Conference on Computational Linguistics (COLING), Osaka. 2016.

Polarity	Detection	with	SenticNet



55
Source: Cambria, Erik, Soujanya Poria, Rajiv Bajpai, and Björn Schuller. "SenticNet 4: A semantic resource for sentiment analysis 

based on conceptual primitives." In the 26th International Conference on Computational Linguistics (COLING), Osaka. 2016.

Polarity	Detection	with	SenticNet



56
Source: Cambria, Erik, Soujanya Poria, Rajiv Bajpai, and Björn Schuller. "SenticNet 4: A semantic resource for sentiment analysis 

based on conceptual primitives." In the 26th International Conference on Computational Linguistics (COLING), Osaka. 2016.

Polarity	Detection	with	SenticNet



Evaluation
(Accuracy	of	Classification	Model)
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Evaluation	of	
Text	Mining	and	Sentiment	Analysis
• Evaluation	of	Information	Retrieval
• Evaluation	of	Classification	Model	(Prediction)

–Accuracy
–Precision
–Recall
– F-score

58



Assessment	Methods	for	
Classification

• Predictive	accuracy
– Hit	rate	

• Speed
– Model	building;	predicting

• Robustness
• Scalability
• Interpretability

– Transparency,	explainability

Source:		Turban	et	al.	(2011),	Decision	Support	and	Business	Intelligence	Systems 59



Accuracy

Precision

60

Validity

Reliability
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Accuracy	vs.	Precision
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Accuracy	vs.	Precision
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Accuracy	vs.	Precision
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Accuracy of	Classification	Models
• In	classification	problems,	the	primary	source	for	
accuracy	estimation	is	the	confusion	matrix	
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Estimation	Methodologies	for	
Classification

• Simple	split	(or	holdout	or	test	sample	estimation)	
– Split	the	data	into	2	mutually	exclusive	sets	
training	(~70%)	and	testing	(30%)

– For	ANN,	the	data	is	split	into	three	sub-sets	
(training	[~60%],	validation	[~20%],	testing	[~20%])

	

Preprocessed
Data

Training Data

Testing Data

Model 
Development

Model 
Assessment

(scoring)

2/3

1/3

Classifier

Prediction 
Accuracy

Source:		Turban	et	al.	(2011),	Decision	Support	and	Business	Intelligence	Systems 66



Estimation	Methodologies	for	
Classification

• k-Fold	Cross	Validation	(rotation	estimation)	
– Split	the	data	into	kmutually	exclusive	subsets
– Use	each	subset	as	testing	while	using	the	rest	of	the	
subsets	as	training

– Repeat	the	experimentation	for	k times	
– Aggregate	the	test	results	for	true	estimation	of	prediction	
accuracy	training

• Other	estimation	methodologies
– Leave-one-out,	bootstrapping,	jackknifing
– Area	under	the	ROC	curve

Source:		Turban	et	al.	(2011),	Decision	Support	and	Business	Intelligence	Systems 67



Estimation	Methodologies	for	
Classification	– ROC	Curve
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Sensitivity

Specificity

69

=True	Positive	Rate

=True	Negative	Rate
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Accuracy (ACC)
= TP + TN / (TP + TN + FP + FN)
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75Source:		http://en.wikipedia.org/wiki/Receiver_operating_characteristic
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78Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Modern	NLP	Pipeline



NLP

79Source: http://blog.aylien.com/leveraging-deep-learning-for-multilingual/



Modern	NLP	Pipeline

80Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/



Deep	Learning	NLP

81Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/



CS224d:	Deep	Learning	for	
Natural	Language	Processing

82http://cs224d.stanford.edu/



Deeply	Moving:	
Deep	Learning	for	Sentiment	Analysis

83http://nlp.stanford.edu/sentiment/



Recursive	Deep	Models	for	Semantic	Compositionality	
Over	a	Sentiment	Treebank

84
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013



Recursive	Neural	Tensor	Network	(RNTN)

85
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013



Recursive	Neural	Network	Definition

86Source: http://cs224d.stanford.edu/lectures/CS224d-Lecture10.pdf



Parsing	a	sentence	with	an	RNN

87Source: http://cs224d.stanford.edu/lectures/CS224d-Lecture10.pdf
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Parsing	a	sentence	with	an	RNN

Source: http://cs224d.stanford.edu/lectures/CS224d-Lecture10.pdf
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Parsing	a	sentence	with	an	RNN

Source: http://cs224d.stanford.edu/lectures/CS224d-Lecture10.pdf



90

Parsing	a	sentence	with	an	RNN

Source: http://cs224d.stanford.edu/lectures/CS224d-Lecture10.pdf



Recursive	Neural	Network	(RNN)	
models	for	sentiment

91
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013



Recursive	Neural	Tensor	Network
(RNTN)

92
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013



Roger	Dodger	is	one	of	the	most
compelling	variations	on	this	

theme.

Roger	Dodger	is	one	of	the	least
compelling	variations	on	this	

theme.
93

Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 
Sentiment Treebank", EMNLP 2013



RNTN	for	Sentiment	Analysis

94
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013

Roger Dodger is one of the most compelling variations on this theme.
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Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013

Roger Dodger is one of the least compelling variations on this theme.

RNTN	for	Sentiment	Analysis



Accuracy	for	fine	grained	(5-class)	
and	binary	predictions	

at	the	sentence	level	(root)	and	for	all	nodes

96
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013



Accuracy	of	negation	detection

97
Source: Richard Socher et al. (2013) "Recursive Deep Models for Semantic Compositionality Over a 

Sentiment Treebank", EMNLP 2013



Long	Short-Term	Memory	(LSTM)

98Source: https://cs224d.stanford.edu/reports/HongJames.pdf



Deep	Learning	
for	Sentiment	Analysis

CNN	RNTN	LSTM

99Source: https://cs224d.stanford.edu/reports/HongJames.pdf



Performance	Comparison	of	
Sentiment	Analysis	Methods

100
Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques," 

International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15



Kumar	Ravi	and	Vadlamani Ravi	(2015),
"A	survey	on	opinion	mining	and	

sentiment	analysis:	
tasks,	approaches and	applications."	

Knowledge-Based	Systems,	
89,	pp.14-46

101
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Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.



Sentiment	Classification	Accuracy

103
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.

B. Pang, L. Lee, A 
sentiment education: 
sentiment analysis using 
subjectivity 
summarization based on 
minimum cuts, in: 
Proceedings of the 42nd 
Annual Meeting on 
Association for 
Computational 
Linguistics, July 2004, p. 
271
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Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.

Sentiment	Classification	Accuracy

B. Pang, L. Lee, S. 
Vaithyanathan, Thumbs up? 
Sentiment classification 
using machine learning 
techniques, Proceedings of 
the ACL-02 Conference on 
Empirical Methods in 
Natural Language 
Processing, vol. 10, 
Association for 
Computational Linguistics, 
2002, pp. 79–86.
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Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.

Sentiment	Classification	Accuracy

J. Blitzer, M. Dredze, F. 
Pereira, Biographies, 
bollywood, boom-boxes 
and blenders: domain 
adaptation for sentiment 
classification, in: 
Proceedings of the 45th 
Annual Meeting of the 
Association for 
Computational Linguistics, 
ACL’07, vol. 7, 2007, pp. 
187–205 (13, 29).



Techniques	for	Sentiment	Analysis

106
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.



Sentiment	Analysis	Articles	
in	Journals	(2002-2014)

107
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.



Publicly	Available	Datasets	
for	Sentiment	Analysis

108
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.



• Product	Reviews	(PR)
• Movie	Reviews	(MR)	
• Restaurant	Reviews	(RR)
• Micro-blog	(MB)
• Global	domain	(G)

109

Sentiment	Analysis	Datasets

Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 
Knowledge-Based Systems, 89, pp.14-46.



Sentiment	Analysis	Dictionary

• SenticNet (SN)
• WordNet	(WN)
• ConceptNet (CN)	
• WordNet-Affect	(WNA)
• Bing	Liu	Opinion	Lexicon	(OL)

110
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.



Summary	of	reviewed	articles

111
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.
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Summary	of	reviewed	articles

Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 
Knowledge-Based Systems, 89, pp.14-46.
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Summary	of	reviewed	articles

Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 
Knowledge-Based Systems, 89, pp.14-46.
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Summary	of	reviewed	articles

Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 
Knowledge-Based Systems, 89, pp.14-46.
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Summary	of	reviewed	articles

Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 
Knowledge-Based Systems, 89, pp.14-46.



IMDB	
Large	Movie	Review	Dataset

• This	is	a	dataset	for	binary	sentiment	classification	
containing	substantially	more	data	than	previous	
benchmark	datasets.	

• We	provide	a	set	of	25,000 highly	polar	movie	reviews	
for	training,	and	25,000 for	testing.	

• There	is	additional	unlabeled	data	for	use	as	well.	
• Raw	text	and	already	processed	bag	of	words	formats	
are	provided.

• Large	Movie	Review	Dataset	v1.0
– http://ai.stanford.edu/~amaas/data/sentiment/aclImdb_v1.tar.gz

116Source: http://ai.stanford.edu/~amaas/data/sentiment/



IMDB	Dataset	(Mass	et	al.,	2011)

117
Source: Andrew L. Maas, Raymond E. Daly, Peter T. Pham, Dan Huang, Andrew Y. Ng, and Christopher Potts. (2011).

Learning Word Vectors for Sentiment Analysis. The 49th Annual Meeting of the Association for Computational Linguistics (ACL 2011)



Keras	Github

118https://github.com/fchollet/keras



Keras Examples

119https://github.com/fchollet/keras/tree/master/examples



• imdb_bidirectional_lstm.py Trains	a	Bidirectional	LSTM	on	the	
IMDB	sentiment	classification	task.

• imdb_cnn.py Demonstrates	the	use	of	Convolution1D	for	text	
classification.

• imdb_cnn_lstm.py Trains	a	convolutional	stack	followed	by	a	
recurrent	stack	network	on	the	IMDB	sentiment	classification	task.

• imdb_fasttext.py Trains	a	FastText model	on	the	IMDB	sentiment	
classification	task.

• imdb_lstm.py Trains	a	LSTM	on	the	IMDB	sentiment	classification	
task.

• lstm_benchmark.py Compares	different	LSTM	implementations	on	
the	IMDB	sentiment	classification	task.

• lstm_text_generation.py Generates	text	from	Nietzsche's	writings.

120

Keras Examples

Source: https://github.com/fchollet/keras/tree/master/examples



Keras IMDB	Movie	reviews	
sentiment	classification

• Dataset	of	25,000	movies	reviews	from	IMDB,	labeled	by	
sentiment	(positive/negative).	

• Reviews	have	been	preprocessed,	and	each	review	is	encoded	
as	a sequence of	word	indexes	(integers).	

• For	convenience,	words	are	indexed	by	overall	frequency	in	
the	dataset,	so	that	for	instance	the	integer	"3"	encodes	the	
3rd	most	frequent	word	in	the	data.	

• This	allows	for	quick	filtering	operations	such	as:	"only	
consider	the	top	10,000	most	common	words,	but	eliminate	
the	top	20	most	common	words".

• As	a	convention,	"0"	does	not	stand	for	a	specific	word,	but	
instead	is	used	to	encode	any	unknown	word.

121Source: https://keras.io/datasets/



Keras IMDB	load_data

122Source: keras/datasets/imdb.py

def load_data(path='imdb.npz',
num_words=None,
skip_top=0,
maxlen=None,
seed=113,
start_char=1,
oov_char=2,
index_from=3):

path = get_file(
path, origin='https://s3.amazonaws.com/text-datasets/imdb.npz')

f = np.load(path)
x_train = f['x_train']
labels_train = f['y_train']
x_test = f['x_test']
labels_test = f['y_test']
f.close()
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def get_word_index(path='imdb_word_index.json'):
path = get_file(

path,
origin='https://s3.amazonaws.com/text-datasets/imdb_word_index.json')

f = open(path)
data = json.load(f)
f.close()
return data

Source: keras/datasets/imdb.py

Keras IMDB	get_word_index
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Keras	IMDB	CNN

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_cnn.py
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Keras	IMDB	CNN

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_cnn.py
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Keras	IMDB	CNN

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_cnn.py
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python	imdb_cnn.py
Using	TensorFlow	backend.
Loading	data...
Downloading	data	from	https://s3.amazonaws.com/text-datasets/imdb.npz
25000	train	sequences
25000	test	sequences
Pad	sequences	(samples	x	time)
x_train	shape:	(25000,	400)
x_test	shape:	(25000,	400)
Build	model...
Train	on	25000	samples,	validate	on	25000	samples
Epoch	1/2
25000/25000	[==============================]	- 157s	- loss:	0.4050	- acc:	0.8065	- val_loss:	0.2924	- val_acc:	0.8750
Epoch	2/2
25000/25000	[==============================]	- 128s	- loss:	0.2433	- acc:	0.9040	- val_loss:	0.2701	- val_acc:	0.8865
Exception	ignored	in:	<bound	method	BaseSession.__del__	of	<tensorflow.python.client.session.Session	object	at	0x0000019F153C2A20>>
Traceback	(most	recent	call	last):
File	"C:\Program	Files\Anaconda3\lib\site-packages\tensorflow\python\client\session.py",	line	587,	in	__del__
AttributeError:	'NoneType'	object	has	no	attribute	'TF_NewStatus'

Keras IMDB	CNN

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_cnn.py
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from __future__ import print_function
from keras.preprocessing import sequence
from keras.models import Sequential
from keras.layers import Dense, Embedding
from keras.layers import LSTM
from keras.datasets import imdb

max_features = 20000
maxlen = 80  # cut texts after this number of words (among top max_features most common words)
batch_size = 32

print('Loading data...')
(x_train, y_train), (x_test, y_test) = imdb.load_data(num_words=max_features)
print(len(x_train), 'train sequences')
print(len(x_test), 'test sequences')

print('Pad sequences (samples x time)')
x_train = sequence.pad_sequences(x_train, maxlen=maxlen)
x_test = sequence.pad_sequences(x_test, maxlen=maxlen)
print('x_train shape:', x_train.shape)
print('x_test shape:', x_test.shape)

print('Build model...')
model = Sequential()
model.add(Embedding(max_features, 128))
model.add(LSTM(128, dropout=0.2, recurrent_dropout=0.2))
model.add(Dense(1, activation='sigmoid'))

# try using different optimizers and different optimizer configs
model.compile(loss='binary_crossentropy',

optimizer='adam',
metrics=['accuracy'])

print('Train...')
model.fit(x_train, y_train,

batch_size=batch_size,
epochs=15,
validation_data=(x_test, y_test))

score, acc = model.evaluate(x_test, y_test,
batch_size=batch_size)

print('Test score:', score)
print('Test accuracy:', acc)

Keras IMDB	LSTM

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_lstm.py
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from __future__ import print_function
from keras.preprocessing import sequence
from keras.models import Sequential
from keras.layers import Dense, Embedding
from keras.layers import LSTM
from keras.datasets import imdb

Keras IMDB	LSTM

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_lstm.py
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max_features = 20000
maxlen = 80  # cut texts after this number of words (among top 
max_features most common words)
batch_size = 32

print('Loading data...')
(x_train, y_train), (x_test, y_test) = 
imdb.load_data(num_words=max_features)
print(len(x_train), 'train sequences')
print(len(x_test), 'test sequences')

print('Pad sequences (samples x time)')
x_train = sequence.pad_sequences(x_train, maxlen=maxlen)
x_test = sequence.pad_sequences(x_test, maxlen=maxlen)
print('x_train shape:', x_train.shape)
print('x_test shape:', x_test.shape)

Keras IMDB	LSTM

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_lstm.py
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print('Build model...')

model = Sequential()
model.add(Embedding(max_features, 128))
model.add(LSTM(128, dropout=0.2, recurrent_dropout=0.2))
model.add(Dense(1, activation='sigmoid'))

# try using different optimizers and different optimizer configs

model.compile(loss='binary_crossentropy',
optimizer='adam',
metrics=['accuracy'])

Keras IMDB	LSTM

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_lstm.py
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print('Train...')
model.fit(x_train, y_train,

batch_size=batch_size,
epochs=15,
validation_data=(x_test, y_test))

score, acc = model.evaluate(x_test, y_test,

batch_size=batch_size)
print('Test score:', score)
print('Test accuracy:', acc)

Keras IMDB	LSTM

Source: https://github.com/fchollet/keras/blob/master/examples/imdb_lstm.py
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python	imdb_lstm.py
Using	TensorFlow backend.
Loading	data...
25000	train	sequences
25000	test	sequences
Pad	sequences	(samples	x	time)
x_train shape:	(25000,	80)
x_test shape:	(25000,	80)
Build	model...
Train...
Train	on	25000	samples,	validate	on	25000	samples
Epoch	1/15
25000/25000	[==============================]	- 111s	- loss:	0.4561	- acc:	0.7837	- val_loss:	0.3892	- val_acc:	0.8275
Epoch	2/15
25000/25000	[==============================]	- 112s	- loss:	0.2947	- acc:	0.8792	- val_loss:	0.4266	- val_acc:	0.8353
Epoch	3/15
25000/25000	[==============================]	- 111s	- loss:	0.2122	- acc:	0.9178	- val_loss:	0.4133	- val_acc:	0.8284
Epoch	4/15
25000/25000	[==============================]	- 112s	- loss:	0.1461	- acc:	0.9450	- val_loss:	0.4670	- val_acc:	0.8260
Epoch	5/15
25000/25000	[==============================]	- 113s	- loss:	0.1038	- acc:	0.9633	- val_loss:	0.5580	- val_acc:	0.8203
Epoch	6/15
25000/25000	[==============================]	- 113s	- loss:	0.0739	- acc:	0.9749	- val_loss:	0.6738	- val_acc:	0.8174
Epoch	7/15
25000/25000	[==============================]	- 113s	- loss:	0.0542	- acc:	0.9810	- val_loss:	0.7463	- val_acc:	0.8154
Epoch	8/15
25000/25000	[==============================]	- 113s	- loss:	0.0428	- acc:	0.9856	- val_loss:	0.8131	- val_acc:	0.8157
Epoch	9/15
25000/25000	[==============================]	- 115s	- loss:	0.0334	- acc:	0.9889	- val_loss:	0.8566	- val_acc:	0.8165
Epoch	10/15
25000/25000	[==============================]	- 114s	- loss:	0.0248	- acc:	0.9920	- val_loss:	0.9186	- val_acc:	0.8165
Epoch	11/15
25000/25000	[==============================]	- 116s	- loss:	0.0156	- acc:	0.9955	- val_loss:	0.9016	- val_acc:	0.8082
Epoch	12/15
25000/25000	[==============================]	- 117s	- loss:	0.0196	- acc:	0.9942	- val_loss:	0.9720	- val_acc:	0.8124
Epoch	13/15
25000/25000	[==============================]	- 120s	- loss:	0.0152	- acc:	0.9957	- val_loss:	1.0064	- val_acc:	0.8148
Epoch	14/15
25000/25000	[==============================]	- 121s	- loss:	0.0128	- acc:	0.9961	- val_loss:	1.1103	- val_acc:	0.8121
Epoch	15/15
25000/25000	[==============================]	- 114s	- loss:	0.0110	- acc:	0.9970	- val_loss:	1.0173	- val_acc:	0.8132
25000/25000	[==============================]	- 23s
Test	score:	1.01734088922
Test	accuracy:	0.8132

Keras IMDB	LSTM
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python	imdb_fasttext.py
Using	TensorFlow	backend.
Loading	data...
25000	train	sequences
25000	test	sequences
Average	train	sequence	length:	238
Average	test	sequence	length:	230
Pad	sequences	(samples	x	time)
x_train	shape:	(25000,	400)
x_test	shape:	(25000,	400)
Build	model...
Train	on	25000	samples,	validate	on	25000	samples
Epoch	1/5
25000/25000	[==============================]	- 14s	- loss:	0.6102	- acc:	0.7397	- val_loss:	0.5034	- val_acc:	0.8105
Epoch	2/5
25000/25000	[==============================]	- 14s	- loss:	0.4019	- acc:	0.8656	- val_loss:	0.3697	- val_acc:	0.8654
Epoch	3/5
25000/25000	[==============================]	- 14s	- loss:	0.3025	- acc:	0.8959	- val_loss:	0.3199	- val_acc:	0.8791
Epoch	4/5
25000/25000	[==============================]	- 14s	- loss:	0.2521	- acc:	0.9113	- val_loss:	0.2971	- val_acc:	0.8848
Epoch	5/5
25000/25000	[==============================]	- 14s	- loss:	0.2181	- acc:	0.9249	- val_loss:	0.2899	- val_acc:	0.8855
Exception	ignored	in:	<bound	method	BaseSession.__del__	of	<tensorflow.python.client.session.Session	object	at	
0x000001E3257DB438>>
Traceback	(most	recent	call	last):
File	"C:\Program	Files\Anaconda3\lib\site-packages\tensorflow\python\client\session.py",	line	587,	in	__del__
AttributeError:	'NoneType'	object	has	no	attribute	'TF_NewStatus'

Keras	IMDB	FastText
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python	imdb_cnn_lstm_2.py
Using	TensorFlow	backend.
Loading	data...
25000	train	sequences
25000	test	sequences
Pad	sequences	(samples	x	time)
x_train	shape:	(25000,	100)
x_test	shape:	(25000,	100)
Build	model...
Train...
Train	on	25000	samples,	validate	on	25000	samples
Epoch	1/2
25000/25000	[==============================]	- 64s	- loss:	0.3824	- acc:	0.8238	- val_loss:	0.3591	- val_acc:	0.8467
Epoch	2/2
25000/25000	[==============================]	- 63s	- loss:	0.1953	- acc:	0.9261	- val_loss:	0.3827	- val_acc:	0.8488
24990/25000	[============================>.]	- ETA:	0s
Test	score:	0.382728585386
Test	accuracy:	0.848799994493

Keras	IMDB	CNN	LSTM
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Keras LSTM	Benchmark

Source: https://github.com/fchollet/keras/blob/master/examples/lstm_benchmark.py



imdb_lstm_2.py
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from __future__ import print_function

from keras.preprocessing import sequence
from keras.models import Sequential
from keras.layers import Dense, Embedding
from keras.layers import LSTM
from keras.datasets import imdb

py_filename = 'imdb_lstm_2.py'
max_features = 20000
maxlen = 80  # cut texts after this number of words (among top max_features
most common words)
batch_size = 32
epochs = 20 #60

#%matplotlib inline
import matplotlib
import matplotlib.pyplot as plt
import numpy as np

import codecs
import datetime
import timeit
timer_start = timeit.default_timer()
#timer_end = timeit.default_timer()
#print('timer_end - timer_start', timer_end - timer_start)
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def getDateTimeNow():
strnow = datetime.datetime.now().strftime("%Y%m%d_%H%M%S")
return strnow

def read_file_utf8(filename):
with codecs.open(filename,'r',encoding='utf-8') as f:

text = f.read()
return text

def write_file_utf8(filename,text):
with codecs.open(filename, 'w', encoding='utf-8') as f:

f.write(text)
f.close()

def log_file_utf8(filename, text):
with codecs.open(filename, 'a', encoding='utf-8') as f:

#append file
f.write(text + '\n')
f.close()

log_file_utf8("logfile.txt", '***** ' + py_filename + ' *****') 
log_file_utf8("logfile.txt", '***** Start DateTime: ' + getDateTimeNow())

print('Start: ', datetime.datetime.now().strftime("%Y%m%d_%H%M%S"))

imdb_lstm_2.py
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print('Loading data...')
(x_train, y_train), (x_test, y_test) = imdb.load_data(num_words=max_features)
print(len(x_train), 'train sequences')
print(len(x_test), 'test sequences')

print('Pad sequences (samples x time)')
x_train = sequence.pad_sequences(x_train, maxlen=maxlen)
x_test = sequence.pad_sequences(x_test, maxlen=maxlen)
print('x_train shape:', x_train.shape)
print('x_test shape:', x_test.shape)

print('Build model...')

model = Sequential()
model.add(Embedding(max_features, 128))
model.add(LSTM(128, dropout=0.2, recurrent_dropout=0.2))
model.add(Dense(1, activation='sigmoid'))

# try using different optimizers and different optimizer configs

model.compile(loss='binary_crossentropy',
optimizer='adam',
metrics=['accuracy'])

imdb_lstm_2.py
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print('Train...')
print('model.fit: ', datetime.datetime.now().strftime("%Y%m%d_%H%M%S"))

history = model.fit(x_train, y_train,
batch_size = batch_size,
epochs = epochs,
validation_data = (x_test, y_test))

score, acc = model.evaluate(x_test, y_test,
batch_size=batch_size)

print('Test score:', score)
print('Test accuracy:', acc)

imdb_lstm_2.py
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timer_end = timeit.default_timer()
print('Timer: ', str(round(timer_end - timer_start, 2)), 's')
print('DateTime: ', datetime.datetime.now().strftime("%Y%m%d_%H%M%S"))
log_file_utf8("logfile.txt", 'Timer: ' + str(round(timer_end - timer_start, 2)) 
+ ' s')
log_file_utf8("logfile.txt", '***** End Datetime: ' + 
datetime.datetime.now().strftime("%Y%m%d_%H%M%S"))

# summarize history for accuracy
#http://machinelearningmastery.com/display-deep-learning-model-training-history-in-keras/

print('history.history.keys():', history.history.keys())
print('history.history:', history.history)
log_file_utf8("logfile.txt", 'history.history:' + str(history.history))

imdb_lstm_2.py
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# Deep Learning Training Visualization 
plt.figure(figsize=(10, 8))  # make separate figure
ax1 = plt.subplot(2, 1, 1)
plt.plot(history.history['acc'])
plt.plot(history.history['val_acc'])
plt.title('model accuracy')
plt.ylabel('accuracy')
ax1.xaxis.set_major_locator(plt.NullLocator())
#plt.xlabel('epoch')
plt.legend(['train acc', 'test val_acc'], loc='upper left')
#plt.show()
ax2 = plt.subplot(2, 1, 2)
plt.plot(history.history['loss'])
plt.plot(history.history['val_loss'])
plt.title('model loss')
plt.ylabel('loss')
plt.xlabel('epoch')
plt.legend(['train loss', 'test val_loss'], loc='upper left')
plt.savefig("training_accuacy_loss_" + py_filename + "_" + str(epochs) + 
".png", dpi= 300)

imdb_lstm_2.py
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#Log File for Deep Learning Summary Analysis
log_file_utf8("logfile.txt", 'DL_Summary:\tpy_filename\t'  + py_filename + 

'\tepochs\t' + str(epochs) + 
'\tscore\t' + str(score) + 
'\taccuracy\t' + str(acc) + 
'\tTimer\t ' + str(round(timer_end - timer_start, 2)) +
'\thistory\t' + str(history.history))

#plt.show()

imdb_lstm_2.py



python	filename.py

python imdb_fasttext_2.py
python imdb_cnn_2.py
python imdb_lstm_2.py
python imdb_cnn_lstm_2.py
python imdb_bidirectional_lstm_2.py
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Deep	Learning	
Summary

Model epochs Score Accuracy Timer	(s)

imdb_lstm_2.py 30 0.6440 0.8540 682.57

imdb_cnn_2.py 30 0.7186 0.8775 4320.38

imdb_lstm_2.py 30 1.5716 0.8052 3958.93

imdb_cnn_lstm_2.py 30 1.3105 0.8240 2471.65

imdb_bidirectional_lstm_2.py 30 1.4083 0.8255 4344.36

imdb_fasttext_2.py 30 0.6439 0.8540 1117.78

imdb_fasttext_2.py 60 1.2335 0.8407 1297.02

imdb_cnn_2.py 60 0.9170 0.8672 8507.48

imdb_lstm_2.py 60 1.7803 0.7992 8039.67

imdb_cnn_lstm_2.py 60 1.4623 0.8137 4912.25

imdb_bidirectional_lstm_2.py 60 1.8975 0.8138 8589.17
145

#Log File for Deep Learning Summary Analysis
log_file_utf8("logfile.txt", 'DL_Summary:\tpy_filename\t'  + py_filename + 

'\tepochs\t' + str(epochs) + 
'\tscore\t' + str(score) + 
'\taccuracy\t' + str(acc) + 
'\tTimer\t ' + str(round(timer_end - timer_start, 2)) +
'\thistory\t' + str(history.history))



imdb_lstm_2.py
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imdb_cnn_2.py
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imdb_cnn_lstm_2.py
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imdb_bidirectional_lstm_2.py
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imdb_fasttext_2.py
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