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F A2 K& (Syllabus)

B =R (Week) H A (Date) ™MW %~ (Subject/Topics)

1 2017/02/15 Course Orientation for Social Computing and
Big Data Analytics
(HBFEHE M RBEBETHRRENE

2 2017/02/22 Data Science and Big Data Analytics:
Discovering, Analyzing, Visualizing and Presenting Data
(B KRB #7 -

WE ~ o# - AL 2 EFH

3 2017/03/01 Fundamental Big Data: MapReduce Paradigm,
Hadoop and Spark Ecosystem
(RE47 L7 © MapReducedt &, -

Hadoop ¥ZSpark & & % %)



R (Week)
4 2017/03/08

5 2017/03/15
6 2017/03/22

7 2017/03/29

8 2017/04/05

S A2 K& (Syllabus)

B #A (Date) M %- (Subject/Topics)

Big Data Processing Platforms with SMACK:
Spark, Mesos, Akka, Cassandra and Kafka

(KR EF R T £ SMACK
Spark, Mesos, Akka, Cassandra, Kafka)

Big Data Analytics with Numpy in Python
(Python Numpy X #3455 #7)

Finance Big Data Analytics with Pandas in Python
(Python Pandas B4 #5 K 245 5-#7)

Text Mining Techniques and
Natural Language Processing

(X FIE AT AT B REZ R )
Off-campus study (ZL 24T E B )



S A2 K& (Syllabus)

R (Week) B Hj (Date) M % (Subject/Topics)
9 2017/04/12 Social Media Marketing Analytics

10 2017/04/19
11 2017/04/26

12 2017/05/03

13 2017/05/10

(RL BRI B2 AT 85 59 #7)

#3 P 3R 2 (Midterm Project Report)

Deep Learning with Theano and Keras in Python
(Python Theano #v Keras ‘R E %2 F)

Deep Learning with Google TensorFlow
(Google TensorFlow ‘R & 2 F)

Sentiment Analysis on Social Media with
Deep Learning

(RS AL BE LR 1 R 0 HT)



R (Week)

14
15
16

17
18

S A2 K& (Syllabus)

2017/05/17
2017/05/24
2017/05/31

2017/06/07
2017/06/14

B #A (Date) PJ %< (Subject/Topics)

Social Network Analysis (& 48 4% 5-#7)
Measurements of Social Network (3t & 49 4% & 78])

Tools of Social Network Analysis
(A g4 4& o4 T B)

Final Project Presentation | (28 K2Rk % 1)
Final Project Presentation Il (¥ X3k % 1)



Text Mining
(TM)



Natural
Language
Processing
(NLP)




Outline

* Text mining

— Differentiate between
text mining, Web mining and data mining

—Web mining
* Web content mining
* Web structure mining
* Web usage mining

* Natural Language Processing (NLP)
— Natural Language Processing with NLTK in Python



Dipanjan Sarkar (2016),

Text Analytics with Python:

A Practical Real-World Approach to Gaining
Actionable Insights from your Data, Apress

Q]
98
Text Analytics
with Python

A Practical Real-World Approach to
Gaining Actionable Insights from

Your Data

Apress-



Text Mining

EDITORS | MICHAEL W. BERRY | JACOB KOGAN

Companion_Website

"

WWILEY

http://www.amazon.com/Text-Mining-Applications-Michael-Berry/dp/0470749822/
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Christopher D. Manning and Hinrich Schiitze (1999),
Foundations of

Statistical Natural Language Processing,
The MIT Press

FOUNDATIONS OF
STATISTICAL NATURAL LANGUAGE
PROCESSING

CHRISTOPHER D. MANNING AND
HINRICH SCHUTZE

http://www.amazon.com/Foundations-Statistical-Natural-Language-Processing/dp/0262133601
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Nitin Hardeniya (2015),
NLTK Essentials, Packt Publishing

Nitin Hardeniya

http://www.amazon.com/NLTK-Essentials-Nitin-Hardeniya/dp/1784396907
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Steven Bird, Ewan Klein and Edward Loper (2009),

Natural Language Processing with Python,

O'Reilly Media

Analyzing Text wiNsslsNatawend Language Toolkit

Natural Language
Processing W1th
Python _ cs@l-==

O’REILLY" Steven Bird, Ewan Klein & Edward Loper

Copyrighted Material

http://www.amazon.com/Natural-Language-Processing-Python-Steven/dp/0596516495
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Natural Language Processing with Python
— Analyzing Text with the Natural Language Toolkit

& - C ® www.nltk.org/book/

This version of the NLTK book is updated for Python 3 and NLTK 3. The first edition of the book, published by O'Reilly, is available at
http://nltk.org/book led/.(There are currently no plans for a second edition of the book.)

Natural Language Processing with Python

— Analyzing Text with the Natural Language Toolkit

Steven Bird, Ewan Klein, and Edward Loper

0. Preface
. Language Processing and Python
. Accessing Text Corpora and Lexical Resources

. Processing Raw Text
. Writing Structured Programs

1
2
3
4
5. Categorizing and Tagging Words (minor fixes still required)
6
7
8

. Learning to Classify Text
. Extracting Information from Text
. Analyzing Sentence Structure
9. Building Feature Based Grammars
10. Analyzing the Meaning of Sentences (minor fixes still required)
11. Managing Linguistic Data (minor fixes still required)
12. Afterword: Facing the Language Challenge

Bibliography
Term Index

This book is made available under the terms of the Creative Commons Attribution Noncommercial No-Derivative-Works 3.0 US License.
Please post any questions about the materials to the nltk-users mailing list. Please report any errors on the issue tracker.

http://www.nltk.org/book/
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gensim

-
gensim oot

. = Direct install with:
Gopic modelling for humans U casy_install U gensim
Home Tutorials Install Support API About

from gensim import corpora, models, similarities G e n Si m iS a F RE E Pyth O n I i b ra ry

# Load corpus iterator from a Matrix Market file on disk.
corpus = corpora.MmCorpus('/path/to/corpus.mm') o Scalable statistical semantics

# Initialize Latent Semantic Indexing with 200 dimensions.
1si = models.LsiModel(corpus, num_topics=200)

o Analyze plain-text documents for semantic structure

# Convert another corpus to the Latent space and index it.
index = similarities.MatrixSimilarity(1lsi[another_corpus])

o Retrieve semantically similar documents
# Compute similarity of a query vs. indexed documents

sims = index[query]

https://radimrehurek.com/gensim/ 15




TextBlob

C)star 3,777

TextBlob is a Python (2 and 3)
library for processing textual
data. It provides a consistent
API for diving into common
natural language processing
(NLP) tasks such as part-of-
speech tagging, noun phrase
extraction, sentiment analysis,
and more.

Useful Links

TextBlob @ GitHub
Issue Tracker

Stay Informed

() Follow @sloria

Donate

If you find TextBlob useful,

TextBlob

TextBlob: Simplified Text
Processing

Release v0.12.0. (Changelog)

TextBlob is a Python (2 and 3) library for processing textual data. It provides a simple
API for diving into common natural language processing (NLP) tasks such as part-of-
speech tagging, noun phrase extraction, sentiment analysis, classification, translation,
and more.

from textblob import TextBlob

text = '

The titular threat of The Blob has always struck me as the ultimate movie
monster: an insatiably hungry, amoeba-like mass able to penetrate
virtually any safeguard, capable of--as a doomed doctor chillingly
describes it—-"assimilating flesh on contact.

Snide comparisons to gelatin be damned, it's a concept with the most
devastating of potential consequences, not unlike the grey goo scenario
proposed by technological theorists fearful of

artificial intelligence run rampant.

blob = TextBlob(text)
blob.tags # [('The', 'DT'), ('titular', 'JJ'),

# ('threat', 'NN'), ('of', "IN'), ...]
blob.noun_phrases # WordList(['titular threat', 'blob',
# 'ultimate movie monster',
# 'amoeba-like mass', ...])

for sentence in blob.sentences:
print(sentence.sentiment.polarity)
# 0.060

https://textblob.readthedocs.io 16




Fastest in the world

spaCy excels at large-scale information
extraction tasks. It's written from the
ground up in carefully memory-managed
Cython. Independent research has
confirmed that spaCy is the fastest in the
world. If your application needs to
process entire web dumps, spaCy is the
library you want to be using.

spaCy

Get things done

spaCy is designed to help you do real
work — to build real products, or gather
real insights. The library respects your
time, and tries to avoid wasting it. It's
easy to install, and its APl is simple and
productive. | like to think of spaCy as the
Ruby on Rails of Natural Language
Processing.

https://spacy.io/

HOME USAGE API DEMOS BLOG ()

Industrial-Strength
Natural Language
Processing

in Python

Deep learning

spaCy is the best way to prepare text for
deep learning. It interoperates
seamlessly with TensorFlow, Keras,
Scikit-Learn, Gensim and the rest of

Python's awesome Al ecosystem. spaCy
helps you connect the statistical models
trained by these libraries to the rest of
your application.

17



scikit-learn

Home Installation Documentation ~

powered by Goog|e

Classification

Identifying to which category an object be-
longs to.

Applications: Spam detection, Image recog-
nition.

Algorithms: SVM, nearest neighbors, random
forest, ... — Examples

Dimensionality reduction

Reducing the number of random variables to
consider.

Applications: Visualization, Increased effi-
ciency

Examples

Custom Search

scikit-learn

Machine Learning in Python

Regression

Predicting a continuous-valued attribute asso-
ciated with an object.
Applications: Drug response, Stock prices.

Algorithms: SVR, ridge regression, Lasso, ...
— Examples

Model selection

Comparing, validating and choosing parame-
ters and models.

Goal: Improved accuracy via parameter tun-
ing

http://scikit-learn.org/

Clustering

Automatic grouping of similar objects into
sets.
Applications: Customer segmentation,

Grouping experiment outcomes
Algorithms: k-Means, spectral clustering,

mean-shift, ... — Examples

Preprocessing

Feature extraction and normalization.

Application: Transforming input data such as
text for use with machine learning algorithms.
Modules: preprocessing, feature extraction.

18



Text Mining
(text data mining)

the process of
deriving
high-quality information
from text




Emotions

o j 0 )

Anger

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 20




o0 Example of Opinion: X
review segment on iPhone ‘

“I bought an iPhone a few days ago.
It was such a nice phone.

The touch screen was really cool.
The voice quality was clear too.

However, my mother was mad with me as | did not tell
her before | bought it.

She also thought the phone was too expensive, and
wanted me to return it to the shop. ...”

21



Example of Opinion:
review segment on iPhone

“(1) | bought an iPhone a few days ago.

(2) It was such a nice phone.

® 0 +Positive
(3) The touch screen was really cool. /) Opinior

(4) The voice quality was clear too.

(5) However, my mother was mad with me as | did not
tell her before | bought it.

(6) She also thought the phone was too expensive, and

wanted me to return it to the shop. ... B ncoative
P Opinion

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 22



Text Mining
Technologies




Steven Struhl (2015),
Practical Text Analytics:
Interpreting Text and Unstructured Data for Business Intelligence
(Marketing Science), Kogan Page

PRACTICAL
TEXT ANALYTICS

http://www.amazon.com/Practical-Text-Analytics-Interpreting-Unstructured/dp/0749474017

24



Text Mining Concepts

85-90 percent of all corporate data is in some kind of
unstructured form (e.g., text)

Unstructured corporate data is doubling in size every
18 months

Tapping into these information sources is not an option,
but a need to stay competitive

Answer: text mining

— A semi-automated process of extracting knowledge from
unstructured data sources

— a.k.a. text data mining or knowledge discovery in textual
databases

25



Text mining

Text Data Mining

Intelligent Text Analysis

Knowledge-Discovery in Text (KDT)




Text Mining:
the process of extracting
interesting and non-trivial

information and knowledge
from unstructured text.



Text Mining:
discovery by computer of
new, previously
unknown information,
by automatically

extracting information
from different written resources.



Text Mining
(TM)

Natural Language Processing
(NLP)



An example of Text Mining

Analyze Text

Information
Extraction

Classification

J
R
.

y

\.

Retrieve
and
preprocess
document

Summarization

~

Clustering

-

|

Document
Collection

—
]

Management
Information
System

N =

Knowledge

-
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Overview of
Information Extraction based
Text Mining Framework

— N

I N
T Information
€X Extraction DB

31



Text Mining Technologies

Statistics

Database
Systems

Natural
Language
Processing

Machine
Learning

\/

Information
Retrieval

\ 4

Text Mining

A

Pattern
Recognition

Visualization

Algorithms

Applications

High-
performance

Computing

32



Data Mining versus Text Mining

Both seek for novel and useful patterns
Both are semi-automated processes
Difference is the nature of the data:

— Structured versus unstructured data
— Structured data: in databases

— Unstructured data: Word documents, PDF files, text
excerpts, XML files, and so on

Text mining — first, impose structure to the data,
then mine the structured data

33



Text Mining and
Natural Language Processing (NLP)

Raw text

Sentence Segmentation

Tokenization

Part-of-Speech (POS)

word’s stem word’s lemma

Stemming / Lemmatization | @M — am am -> be

having =2 hav having = have

Dependency Parser

|
|
|
Stop word removal |
|
|
|

String Metrics & Matching

34



Text Summarization

| Text Input |
E Dictionary / il | Pre-processing |
Thesaurus | Text Structure Analysis |
——— - -
——| __ Word Segmentation ] |__Occurrence Statistic |

—'l POS Tagging

A 4

Keyword Extraction
v

N
1
I Weigh Words & Sentences
|
|

\ 4

Sentences Selection

A 4

Rough Summary Generation

\ 4

| Smoothing |
¥

| Summary Output |




Topics

gene 0.04
dna 0.02
genetic 0.01

Topic Modeling

Topic proportions and

Documents assignments

life 0.02
evolve 0.01

organism 0.01

brain 0.04
neuron 0.02
nerve 0.01
data 0.02

number 0.02
computer 0.01

-y

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all thar far : |‘1rl " especially in
How many genes does an Organism neg 1es in rln hu

to  comparison to (hL M 000

survive! LN week at the genome meeting
here,* two genome researchers with radically

different approaches presented complemen-
tary views of the basic genes needed for life
One research team, using computer analy

ses to compare known genomes, concluded MOre genomes are g
that today’s OFganisms can be sustained with sequenced. “It may be a way of organizing

just 250 genes, and that the carliest life forms  any newly sequenced genome.” explains
required a mere 128 genes. The_— Arcady \lu~hu'| in, a computational mo /
o .

other researcher mapped genes / . lecular biologist at the Natic
in a simple parasite and esti i

3 Haemophilus
mated that for this organism, | genome

1703 genes

800 genes are plenty todo the |

job—but that anything short  \

of 100 wouldn't be enough.
Although the numbers don't

match precisely, those predictions

2 | ,' l / ‘Winimal 1 /128
- gene set )
y 250 gonos "'""
469 genes / _
/ gene sel
-

* Genome Mapping and Sequenc- -
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-

May 8 to 12 mate of the minimum modern and ancient genomes.

ADRPTED FROM NCBI

SCIENCE e VOL. 272 ¢ 24 MAY 1996

_
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Question Answering System

Question
(XML)

S T e
Complex Essay | Translator |
s £ 4-»[ Question Analysis ) .
Simple Essay Stanford

: | True-or-False | : 1 l __CoreNLP
i 3

{i____Factoid ___ i ) g *
Y Gtk S [ Document Retrieval [+ > Lucene

i1 Slot-Filling §: g J

e ———— ——— -
g 1 l

[ Answer Extraction

] Wikiped;
[ Answer ][ Answer I l Machine ]
Generition Valiiation Learning

Answer
(XML)
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Data Mining.
Core Analytics Process
The KDD Process for

Extracting Useful Knowledge
from Volumes of Data



Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996).
The KDD Process for
Extracting Useful Knowledge

from Volumes of Data.
Communications of the ACM, 39(11), 27-34.

Knowiedge Discovery in Databases creates the context for

developing the tools needed to control the flood of data facing

As WE MARCH INTO THE AGE
of digial information, the
problem of dac overkad
looms ominously ahead.
Our ability 0 amlyze and Greg
undersand massive
dacsers lags far behind
our abiliey o gather and
moce the daa A new gen-
enruion of compucional wechniques
and 1ools is required 1o support the
exiraction of useful knowledge from
the rapidly growing volumes of da.
These wechniques and wols are the
subject of the emerging field of knowl-
edge discovery in daabases (KDD) and
dawa mining,

large dambases of digial informa-
ton are ubiquitous. Daz from the
neighborhood store’s checkout regis-
ter, your bank's credic card authoniz-
ton device, records in your docilor's
affice, pazerns in your welephone calls,

organizations that depend on ever-growing databases of business,

manufacturing, scentific, and personal information.

The KDD Process
for Extracting Useful
Knowledge from
Volumes of Data

and many more applications generaie
sreams of digicl records archived in
huge dambases, somedmes in socalled
dac warchouses.

Current hardware and daabase wch-
nology allow efficient and inexpensive
relizble daa sworge and access. Howev-
er, whedher the conext is busines,
medidne, sdence, or government, the
dacises themselves (in raw form) are of
lide direct value. Whae is of value is the
knowledge that can be inferred froe
the dam and put w use. For example,
the marketing cacihase of 2 consumer

COMMSTCE TIOE O THE ACH Nombe (Al 3 1 RT

TE AT WEE R

39



Data Mining

Knowledge Discovery in Databases (KDD) Process
(Fayyad et al., 1996)

Pre- Trans- : Data : Interpretation/
Selection @ processing s formation Mlnln -Evaluauon W
: : l

Target Preprocessed | Transformed Patterns Knowledge
Data Data Data

Source: Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). The KDD Process for Extracting Useful Knowledge from Volumes of Data.
Communications of the ACM, 39(11), 27-34. 40



Data Mining Processing Pipeline

Data
Collection

Data Preprocessing

leanin
Feature Sz

) and

Extraction .
Integration

Analytical Processing

Building

Block 1

Building
Block 2

Output
—» for

Analyst

41



Text Mining Process

Context diagram for the
text mining process

Unstructured data (text)

Software/hardware limitations
Privacy issues
Linguistic limitations

v vV Vv

Structured data (databases)

Extract Context-specific knowledgg’
knowledge
from available
data sources

A0

Tools and techniques
|

42



Text Mining Process

Task 1

L

(Establish the Corpus:w
Collect & Organize the

Domain Specific

Unstructured Data

Task 2

——

The inputs to the process
includes a variety of relevant
unstructured (and semi-
structured) data sources such
as text, XML, HTML, etc.

! Create the Term- )
Document Matrix:
Introduce Structure

to the Corpus

Task 3

4 )
Extract Knowledge:
Discover Novel
Patterns from the
T-D Matrix

Feedback J

.

The output of the Task 1 is a
collection of documents in
some digitized format for
computer processing

Feedback J

T
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

{ ,,,,,,,

The output of the Task 2 is a
flat file called term-document
matrix where the cells are
populated with the term
frequencies

The three-step text mining process

The output of Task 3 is a
number of problem specific
classification, association,
clustering models and
visualizations

43



Text Mining Process

* Step 1: Establish the corpus

— Collect all relevant unstructured data
(e.g., textual documents, XML files, emails, Web
pages, short notes, voice recordings...)

— Digitize, standardize the collection
(e.g., all in ASCII text files)

— Place the collection in a common place
(e.g., in a flat file, or in a directory as separate files)

44



Text Mining Process

* Step 2: Create the Term—by—Document Matrix

T PO o9
erms S @ T
6\(‘\8 .eo\‘(\ \‘@‘6 e,\OQ«\ 0
Documents \(\\\e ©) 60“ 6@“ e
Document 1 1 1
Document 2 1
Document 3 3 1
Document 4 1
Document 5 2 1
Document 6 1 1




Text Mining Process

* Step 2: Create the Term—by—Document Matrix
(TDM), cont.

— Should all terms be included?
e Stop words, include words
e Synonyms, homonyms

* Stemming

— What is the best representation of the indices
(values in cells)?

* Row counts; binary frequencies; log frequencies;
* Inverse document frequency

46



Text Mining Process

* Step 2: Create the Term—by—Document Matrix
(TDM), cont.

— TDM is a sparse matrix. How can we reduce the
dimensionality of the TDM?
* Manual - a domain expert goes through it

* Eliminate terms with very few occurrences in very few
documents (?)

* Transform the matrix using
Singular Value Decomposition (SVD)

e SVD is similar to Principle Component Analysis (PCA)

47



Text Mining Process

* Step 3: Extract patterns/knowledge
— Classification (text categorization)

— Clustering (natural groupings of text)
* Improve search recall
* Improve search precision
 Scatter/gather
* Query-specific clustering

— Association

— Trend Analysis (...)

48



Web Mining

* Web mining (or Web data mining) is the process of
discovering intrinsic relationships from Web data
(textual, linkage, or usage)

. Web Content Mining A

.

Source: unstructured

textual content of the

Web pages (usually in
HTML format)

J

PN

(Web Structure Mining\
Source: the unified
resource locator (URL)
links contained in the

Web pages

4 )
Web Usage Mining

.

Source: the detailed
description of a Web
site’s visits (sequence
of clicks by sessions)

J

49



Text Mining Concepts

* Benefits of text mining are obvious especially in
text-rich data environments

— e.g., law (court orders), academic research (research
articles), finance (quarterly reports), medicine (discharge
summaries), biology (molecular interactions), technology
(patent files), marketing (customer comments), etc.

e Electronic communization records (e.g., Email)
— Spam filtering
— Email prioritization and categorization
— Automatic response generation

50



Text Mining Application Area

Information extraction
Topic tracking
Summarization
Categorization
Clustering

Concept linking
Question answering

51



Text Mining Terminology

Unstructured or semistructured data
Corpus (and corpora)

Terms

Concepts

Stemming

Stop words (and include words)
Synonyms (and polysemes)

Tokenizing

52



Text Mining Terminology

Term dictionary

Word frequency

Term Frequency (TF)

Inverse Document Frequency (IDF)
Part-of-speech tagging (POS)
Morphology

Term-by-document matrix (TDM)

— Occurrence matrix

Singular Value Decomposition (SVD)

— Latent Semantic Indexing (LSI)

53



Natural Language Processing (NLP)

e Structuring a collection of text

— Old approach: bag-of-words
— New approach: natural language processing

* NLPis...

— a very important concept in text mining

— a subfield of artificial intelligence and computational
linguistics

— the studies of "understanding" the natural human
language

* Syntax versus semantics based text mining

54



Natural Language Processing (NLP)

 Whatis “Understanding” ?
— Human understands, what about computers?
— Natural language is vague, context driven

— True understanding requires extensive knowledge of a
topic

— Can/will computers ever understand natural language
the same/accurate way we do?

55



Natural Language Processing (NLP)

e Challenges in NLP
— Part-of-speech tagging
— Text segmentation
— Word sense disambiguation
— Syntax ambiguity
— Imperfect or irregular input
— Speech acts

 Dream of Al community

— to have algorithms that are capable of automatically
reading and obtaining knowledge from text

56



Natural Language Processing (NLP)

e WordNet

— A laboriously hand-coded database of English words,
their definitions, sets of synonyms, and various semantic
relations between synonym sets

— A major resource for NLP
— Need automation to be completed

* Sentiment Analysis

— A technique used to detect favorable and unfavorable
opinions toward specific products and services

— CRM application

57



NLP Task Categories

Information retrieval (IR)
Information extraction (IE)
Named-entity recognition (NER)
Question answering (QA)

Automatic summarization

Natural language generation and understanding (NLU)
Machine translation (ML)

Foreign language reading and writing
Speech recognition

Text proofing

Optical character recognition (OCR)

58



NLP

Documents

Classical NLP

Pre processing

Modeling

Feature Modeling Inference
Extraction (EN) (English) (English)

Feature Modeling Inference
Extraction (ES) (Spanish) (Spanish)
Modeling Inference

(Arabic) (Arabic)

Documents

Dense Embeddings

obtained via word2vec,
doc2vec, GloVe, etc.

Hidden Layers

Output Units

AYLIEN
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Documents

Pre-processed
Documents

Modern NLP Pipeline

Pre-processing

-

Bag-of-Words
&
Vectorization

Word Embeddings

Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Pre-processed
Documents

Task / Output

[—————

Classification

Sentiment Analysis

Entity Extraction

Topic Modeling

Similarity

L———J

o0



|

Documents

Modern NLP Pipeline

Modeling

Modeling

Task / Output

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

Sentiment Analysis

Entity Extraction

Topic Modeling
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Documents

Deep Learning NLP

Pre-generated Lookup
OR
Generated in 1st level
of NeuralNet

Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/

Task / Output

Sentiment Analysis

Entity Extraction

Topic Modeling
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http://nlp.stanford.edu/software/index.shtml

The Stanford Natural Language Processing Group

home - people - teaching - research - publications - software - events - local

The Stanford NLP Group makes parts of our Natural Language Processing software
available to everyone. These are statistical NLP toolkits for various major
computational linguistics problems. They can be incorporated into applications with
human language technology needs.

All the software we distribute here is written in Java. All recent distributions require
Oracle Java 6+ or OpenJDK 7+. Distribution packages include components for
command-line invocation, jar files, a Java API, and source code. A number of helpful
people have extended our work with bindings or translations for other languages. As a
result, much of this software can also easily be used from Python (or Jython), Ruby,
Perl, Javascript, and F# or other .NET languages.

Supported software distributions | Sta n fo rd N L P

This code is being developed, and we try to answer questions and fix bugs on a best
effort basis.

All these software distributions are open source, licensed under the GNU General S Oftwa re

Public License (v2 or later). Note that this is the full GPL, which allows many free
uses, but does not allow its incorporation into any type of distributed proprietary
software, even in part or in translation. Commercial licensing is also available;
please contact us if you are interested.

Stanford CoreNLP
An integrated suite of natural language processing tools for English and
(mainland) Chinese in Java, including tokenization, part-of-speech
tagging, named entity recognition, parsing, and coreference. See also:
Stanford Deterministic Coreference Resolution, and the online CoreNLP
demo, and the CoreNLP FAQ.

Stanford Parser
Implementations of probabilistic natural language parsers in Java: highly
optimized PCFG and dependency parsers, a lexicalized PCFG parser,
and a deep learning reranker. See also: Online parser demo, the
Stanford Dependencies page, and Parser FAQ.

Stanford POS Tagger
A maximum-entropy (CMM) part-of-speech (POS) tagger for English,



Stanford CoreNLP http://nip.stanford.edu:8080/corenlp/process
Stanford CoreNLP

-

Output format: | Visualise :

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

Part-of-Speech:

Ve W N g
1 Stanford University is located in California.
BHf2@ U @8 0§

2 It is a greatuniversity:.‘

Named Entity Recognition:

1 Stanford University is located in California.
] 2 Itis a great university.

Coreference:

- f- . - f- o
Core @, Core ‘
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http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Part-of-Speech:

NNP  NNP  VBZ
1| Stanford Unlver5|ty is located in California .

PRP Bz[m 1] NN
ol It is a great unlverSIty

J

s

IN]

NNP) [
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It is a great university.

Stanford University is located in California.

Named Entity Recognition:

[Organization

2| Itis a great university .

Location

1| Stanford University is located in California .
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Stanford University is located in California.
It is a great university.

Coreference:

----------------------------------------------

1| Stanford Universit;lh is located in California.

- - -Coref-. @, --Coref-. \

It IS é_great university—‘.
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Stanford University is located in California.
It is a great university.

Basic dependencies:

[NNP "N NNP

1 Sta nford Unlver5|ty

nsubj

BZ

4 COp JJ/prep-.n@/ pobj -A: D

IS

nsubj
cop
/ det
PRP] VBZ W\’/_ "am°d¥NN B

located

ol It s a great unlver5|ty

In

Callfornla
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Collapsed dependencies:

bj ~
\-/—nsu ja prep in

1 Stanfou;d University is located in Callfornla

nsubj
Emmrz umNNN O

2( It is a great university.

Collapsed CC-processed dependencies:

nsubj prep_in
me— e vz Ny N e

1| Stanford | University is located in California.

nsubj
(o(¢]
e
PRP| VBZ D jf-amod 0

2 It is a great unlvérS|ty

Visualisation provided using the brat visualisation/annotation software.

Copyright © 2011, Stanford University, All Rights Reserved.
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Stanford CoreNLP http://nlp.stanford.edu:8080/corenlp/process

Output format: | Pretty print + |

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

Stanford CoreNLP XML Output

Document
| Document Info ]
| Sentences |
Sentence #1
Tokens
| Word || Lemma |[Char begin|[Char end)||POS|| NER |[Normalized NER|[Speaker|
[1 ][stanford |[stanford [0 8 |INNP|{ORGANIZATION|| |PERO |
[2 |[university|[university|[9 |LE |INNP|{ORGANIZATION|| ||PERO |
3lis e oo 22 |vezjjo I IPERO_ |
[4][located |[located |[23 30 W o I PERO |
[slin_Jin 0 B3N o I PERO__|
[6 |[california|[California][34 |44 INNP|[LOCATION || PERO |
1 I 44 les o I PERO__|
Parse tree
(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (J) located) (PP (IN in) (NP (NNP California))))) (. .)))




Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Sentence #1

Tokens

E Word Lemma ||Char begin||Char end||POS NER Normalized NER||Speaker
Z Stanford ||Stanford ||0 8 NNP|[ORGANIZATION PERO
Z University|(University||9 19 NNP||ORGANIZATION PERO

3 [is be 20 22 vBz|[o PERO
4 [[located |[located |[23 30 o PERO

5 |[in in 31 33 IN |[o PERO
E California||California||34 44 NNP||LOCATION PERO
] 44 45 . o PERO
Parse tree

(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (J) located) (PP (IN in) (NP (NNP California))))) (. .)))
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Stanford University is located in California.
It is a great university.

Sentence #2

Tokens

Id| Word || Lemma ||Char begin|[Char end||POS||NER||Normalized NER||Speaker
1 ||It it 46 48 PRP|(O PERO

2 ||is be 49 51 VBZ||O PERO

3 |a B 52 53 DT |[O PERO

4 ||great great 54 59 ) 0] PERO

5 ||university||university|(60 70 NN ||O PERO

6 |. 70 71 0 PERO
Parse tree

(ROOT (S (NP (PRP It)) (VP (VBZ is) (NP (DT a) (J) great) (NN university))) (. .)))
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Stanford University is located in California.
It is a great university.

Coreference resolution graph

Sentence|| Head Text Context
] 2 (gov)||Stanford University

2 1 It

2 5 a great university




Tokens

Id Word Lemma Char begin Char end POS NER Normalized NER Speaker
1 Stanford Stanford 0 8 NNP ORGANIZATION PERO

2 University  University 9 19 NNP ORGANIZATION PERO

3 is be 20 22 VBZ O PERO

4 located located 23 30 JJ O PERO

5 in in 31 33 IN O PERO

6 California California 34 44 NNP LOCATION PERO

7 44 45 . O PERO

Parse tree

(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (JJ located) (PP (IN in) (NP (NNP California))))) (. .)))

Uncollapsed dependencies

root ( RQOT—O , located-4 )
Sl el Stanford CoreNLP

cop ( located-4 , is-3)

prep ( located-4 , in-5) http://nlp.stanford.edu:8080/corenlp/process
pobj (in-5, California-.G ) : : : : : :
Collapsed dependencies Stanford University is located in California.
worooro let) | Itis & great university.

nsubj ( located-4 , University-2 )

cop ( located-4 , is-3)

prep_in ( located-4 , California-6 )
Collapsed dependencies with CC processed

root ( ROOT-0, located-4 )

nn ( University-2 , Stanford-1)
nsubj ( located-4 , University-2 )
cop ( located-4 , is-3)

prep_in ( located-4 , California-6 )
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Output format: | XML =

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

<?xml version="1.0" encoding="UTF-8"7>
<?xml-stylesheet href="CoreNLP-to-HTML.xs!" type="text/xs|"?>
<root>
<document>
<sentences>
<sentence id="1">
<tokens>
<token id="1">
<word>Stanford</word>
<lemma>Stanford</lemma>
<CharacterOffsetBegin>0</CharacterOffsetBegin>
<CharacterOffsetEnd>8</CharacterOffsetEnd>
<POS>NNP</POS>
<NER>ORGANIZATION</NER>
<Speaker>PERO</Speaker>
</token>
<token id="2">
<word>University</word>
<lemma>University</lemma>
<CharacterOffsetBegin>9</CharacterOffsetBegin>
<CharacterOffsetEnd>19</CharacterOffsetEnd>
<POS>NNP</POS>
<NER>0ORCANIZATION</NER>
<Speaker>PERO</Speaker>
</token>
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[ money.cnn.com/2014/05/02/technology/gates-microsoft-stock-sale/index.html

2K

Bill Gates no longer Microsoft's
biggest shareholder

By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PMET

B3 Recommend (RIS QO SP 3GE

Bill Gates sold nearly 8 million shares of Microsoft over the past two days.

: ! K 461 1K 74 25

For the first time in Microsoft's history, founder Bill Gates is no
longer its largest individual shareholder.

In the past two days, Gates has sold nearly 8 million shares of Microsoft (@ MSFT, Fortune

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past
two days.

NEW YORK (CNNMoney)

For the first time in Microsoft's history, founder Bill Gates is no
longer its largest individual shareholder.

In the past two days, Gates has sold nearly 8 million shares of
Microsoft (MSFT, Fortune 500), bringing down his total to roughly
330 million.

That puts him behind Microsoft's former CEO Steve Ballmer who
owns 333 million shares.

Related: Gates reclaims title of world's richest billionaire

Ballmer, who was Microsoft's CEO until earlier this year, was one
of Gates' first hires.

It's a passing of the torch for Gates who has always been the
largest single owner of his company's stock. Gates now spends
his time and personal fortune helping run the Bill & Melinda
Gates foundation.

The foundation has spent $28.3 billion fighting hunger and
poverty since its inception back in 1997.
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http://nip.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz % |

Output Format: | highlighted + |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDMALALONLL LA IAIAA Y 4

| Submit | | Clear |

Bill Gates no longer [JIlageei's biggest shareholder By M. @CNNTech (21 73 EIIED: 5:46 PM ET Bill Gates sold nearly 8 million shares of [[lagerrel over
the past two days. [J[3Q [{8LLd (CNNMoney) For the first time in [[agerrei's history, founder (Il ®ETeR is no longer its largest individual shareholder. In the [Fry e fEue,
Gates has sold nearly 8 million shares of [[lagerel (0eal, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [Jagaqeq's former CEO
I who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire By, who was [Jlagerteq's CEO until 1T 1T 7T, was one of
Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. Gates now spends his time and personal
fortune helping run the [ @ [THMEE #FIE foundation. The foundation has spent [FXJE] [JIIEN fighting hunger and poverty since its inception back in [EEF.

Potential tags:

TIME]
PERSON|
MONEY

Copyright © 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz  + |

v

Qutput Format: | inlinexML % |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDALALONLL LA IAIAA Y Vi

| Submit | | Clear |

Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2,
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of <ORCANIZATION>Microsoft</ORGANIZATION> over the past two days. <LOCATION>NEW
YORK</LOCATION> (CNNMoney) For the first time in <ORGANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>BIll Gates</PERSON> is no longer its
largest individual shareholder. In the <DATE>past two days</DATE>, Gates has sold nearly 8 million shares of <ORGANIZATION>Microsoft</ORGANIZATION>
(<ORGANIZATION>MSFT </ORGANIZATION>, Fortune 500), bringing down his total to roughly 330 million. That puts him behind
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of world's
richest billionaire <PERSON>Ballmer</PERSON>, who was <ORGANIZATION>Microsoft</ORCANIZATION>'s CEO until <DATE>earlier this year</DATE>, was one of
Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. Gates now spends his time and personal

fortune helping run the <ORGANIZATION>BIll & Melinda Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3 billion</MONEY> fighting
hunger and poverty since its inception back in <DATE>1997</DATE>.

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz  + |

Output Format: | xml s |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDALNONLL L RIAIAA A #

| Submit | | Clear |

<wi num="0" entity="0">Bill</wi> <wi num="1" entity="0">Gates</wi> <wi num="2" entity="0">no</wi> <wi num="3" entity="0">longer</wi> <wi num="4"
entity="ORGANIZATION">Microsoft</wi><wi num="5" entity="0">&apos;s</wi> <wi num="6" entity="0">biggest</wi> <wi num="7" entity="0">shareholder</wi> <wi
num="8" entity="0">By</wi> <wi num="9" entity="PERSON">Patrick</wi> <wi num="10" entity="PERSON">M.</wi> <wi num="11" entity="PERSON">Sheridan</wi> <wi
num="12" entity="0">@CNNTech</wi> <wi num="13" entity="DATE">May</wi> <wi num="14" entity="DATE">2 </wi><wi num="15" entity="DATE">,</wi> <wi
num="16" entity="DATE">201 4 </wi><wi num="17" entity="0">:</wi> <wi num="1 8" entity="0">5:46</wi> <wi num="19" entity="0">PM</wi> <wi num="20"
entity="0O">ET</wi> <wi num="21" entity="0">Bill</wi> <wi num="22" entity="0">Gates</wi> <wi num="23" entity="0">sold</wi> <wi num="24"
entity="0">nearly</wi> <wi num="25" entity="0">8</wi> <wi num="26" entity="0">million</wi> <wi num="27" entity="0">shares</wi> <wi num="28"
entity="0">of</wi> <wi num="29" entity="ORCGANIZATION">Microsoft</wi> <wi num="30" entity="0">over</wi> <wi num="31" entity="0">the</wi> <wi num="32"
entity="0">past</wi> <wi num="33" entity="0">two</wi> <wi num="34" entity="0">days</wi><wi num="35" entity="0">.</wi> <wi num="0"
entity="LOCATION">NEW</wi> <wi num="1" entity="LOCATION">YORK</wi> <wi num="2" entity="0">-LRB-</wi><wi num="3" entity="0">CNNMoney</wi><wi num="4"
entity="0">-RRB-</wi> <wi num="5" entity="0">For</wi> <wi num="6" entity="0">the</wi> <wi num="7" entity="0">first</wi> <wi num="8" entity="0">time</wi> <wi
num="9" entity="0">in</wi> <wi num="10" entity="ORCANIZATION">Microsoft</wi><wi num="11" entity="0">&apos;s</wi> <wi num="12" entity="0">history</wi><wi
num="13" entity="0">,</wi> <wi num="14" entity="0">founder</wi> <wi num="15" entity="PERSON">Bill</wi> <wi num="16" entity="PERSON">Gates</wi> <wi
num="17" entity="0">is</wi> <wi num="1 8" entity="0">no</wi> <wi num="19" entity="0">longer</wi> <wi num="20" entity="0">its</wi> <wi num="21"
entity="0">largest</wi> <wi num="22" entity="0">individual</wi> <wi num="23" entity="0">shareholder</wi><wi num="24" entity="0">.</wi> <wi num="0"
ity="0">|n< > <wi ="1" ity="0"> < > <wi ="2" ity=" "> < > <wi ="3" ity=" "> < i> <wi ="4"
ﬁgﬁ&} _iggta I&Zéﬁl .,¢§1“9'«'n 5( Mp;“jyﬁg}& Jﬁl.fi}gﬁk{ﬁlé 56 f.»‘Zé aum 2" entity="DATE">past</wi> <wi num="3" entity="DATE">two</wi> <wi num

i ntm RN antite-"N""Maracr i 2wl niim "7 antite-"N"Vhacr i 2wl nimm "] antire-"N"<enld - finis
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz % |

Output Format: | slashTags + |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALCALALONLL LA IAIAA Y Yz

| Submit | | Clear |

Bill/O Gates/0 no/O longer/0O Microsoft/ORCANIZATION's/O biggest/O shareholder/O By/O Patrick/PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE
2/DATE,/DATE 2014/DATE:/O 5:46/0 PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/0 million/O shares/O of/O Microsoft/ORGANIZATION over/0O the/O past/O two/0O
days/0./0 NEW/LOCATION YORK/LOCATION -LRB-/OCNNMoney/O-RRB-/0 For/O the/O first/O time/O in/O Microsoft/ORCANIZATION's/O history/0,/O founder/O
Bill/PERSON Gates/PERSON is/O no/O longer/0O its/O largest/O individual/O shareholder/0./0 In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O
nearly/O 8/0 million/O shares/O of/O Microsoft/ORGANIZATION -LRB-/OMSFT/ORGANIZATION, /O Fortune/O 500/0-RRB-/0,/0 bringing/0 down/O his/O total/O to/O
roughly/0O 330/0 million/0./0 That/O puts/O him/O behind/O Microsoft/ORGANIZATION's/O former/O CEOQ/O Steve/PERSON Ballmer/PERSON who/O owns/0O 333/0
million/O shares/0./0 Related/0:/0 Gates/O reclaims/O title/O of/O world/0's/0 richest/O billionaire/O Ballmer/PERSON, /O who/O was/O
Microsoft/ORGANIZATION's /O CEO/O until/O earlier/DATE this/DATE year/DATE,/O was/0 one/O of/O Gates/0'/0 first/O hires/0./0 It/O's/0 a/0 passing/0 of/0O
the/0O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O single/O owner/O of/O his/O company/0Q's/0 stock/0./0 Gates/O now/O spends/0O
his/0 time/0O and/O personal/O fortune/O helping/0 run/O the/O Bill/ORGANIZATION &/ORCANIZATION Melinda/ORGANIZATION Gates/ORGANIZATION

foundation/0./0 The/0 foundation/O has/O spent/O $/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/0O back/0O
in/O 1997/DATE./O

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.conll.4class.distsim.crf.ser.gz *

:

Output Format: | highlighted *

Preserve Spacing: | yes * |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

AOALALONLL LML Y Vi

| Submit | | Clear |

G & no longer [lageei's biggest shareholder By [ZXuas LA @CNNTech May 2, 2014: 5:46 PM ET [J][ #FX0R sold nearly 8 million shares of [J[lagerted over
the past two days. N34 1oL For the first time in [[ageqei's history, founder (Il [EIeE is no longer its largest individual shareholder. In the past two days,
IR has sold nearly 8 million shares of [[lagee (MSFT, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [[ageqei's former CEO
Steve] who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire [EI[Ingy, who was [Jlageei's CEO until earlier this year, was one of
M' first hires. It's a passing of the torch for m who has always been the largest single owner of his company's stock. Gates now spends his time and personal
fortune helping run the Il P [EM%E &I foundation. The foundation has spent $28.3 billion fighting hunger and poverty since its inception back in 1997.

Potential tags:
LOCATION
ORGANIZATION
PERSON|
MISC

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger (NER)

http://nip.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.all.3class.distsim.crf.ser.gz $ |

v

Output Format: | highlighted * |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ADALAONLL LML A Wz

| Submit | | Clear |

G & no longer [lagei's biggest shareholder By M. @CNNTech May 2, 2014: 5:46 PM ET [J][ #FX0R sold nearly 8 million shares of 9t over
the past two days. JJ37, [TeLL4 (CNNMoney) For the first time in [Jageaeq's history, founder [ EXGE is no longer its largest individual shareholder. In the past two days,
TR has sold nearly 8 million shares of et (1Sal, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [agei's former CEO

who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire [EIlia, who was [lageqei's CEO until earlier this year, was one of

Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. m now spends his time and personal
fortune helping run the [ 2 [AMRE o foundation. The foundation has spent $28.3 billion fighting hunger and poverty since its inception back in 1997.

Potential tags:
LOCATION
ORGANIZATION
PERSON|

Copyright © 2011, Stanford University, All Rights Reserved.

87



Classifier: english.muc.7class.distsim.crf.ser.gz
Bill Gates no longer [JIlagaei's biggest shareholder By M TEY @CNNTech 5T A FIIED: 5:46

PM ET Bill Gates sold nearly 8 million shares of [[lagete over the past two days. JI3y, l{®Ld (CNNMoney)
For the first time in [Jlagaei's history, founder CI[[ #EXE is no longer its largest individual shareholder. In
the [F1 15 FETZ, Gates has sold nearly 8 million shares of [lageae (Aaal, Fortune 500), bringing down
his total to roughly 330 million. That puts him behind [Jlagei's former CEO Sy who owns 333
million shares. Related: Gates reclaims title of world's richest billionaire [EIlnas, who was [lageei's CEO
until T 08 7T, was one of Gates' first hires. It's a passing of the torch for Gates who has always been
the largest single owner of his company's stock. Gates now spends his time and personal fortune helping

run the ] P (AMRE &I foundation. The foundation has spent [ZLJE] FIIIEN fighting hunger and poverty
since its inception back in

Potential tags:

TIME]
PERSON|

D

Classifier: english.all.3class.distsim.crf.ser.gz

H &R no longer [Iagerli's biggest shareholder By M. @CNNTech May 2, 2014: 5:46
PM ET [ #FX0E sold nearly 8 million shares of [[9gertei over the past two days. Jay, 11854 (CNNMoney)
For the first time in Jlageaei's history, founder [l [/ EYeE is no longer its largest individual shareholder. In
the past two days, [l has sold nearly 8 million shares of [lagere (1aal, Fortune 500), bringing down
his total to roughly 330 million. That puts him behind [Jlageen's former CEQO who owns 333
million shares. Related: Gates reclaims title of world's richest billionaire [EIlinas, who was [[lagerei's CEO
until earlier this year, was one of Gates' first hires. It's a passing of the torch for Gates who has always been
the largest single owner of his company's stock. m now spends his time and personal fortune helping
run the ([ P [EAMRE #FIE foundation. The foundation has spent $28.3 billion fighting hunger and poverty
since its inception back in 1997.

8

Potential tags:
LOCATION
ORGANIZATION
PERSON|
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process
Stanford NER Output Format: inlineXML

Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest
shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2,
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of
<ORGANIZATION>Microsoft</ORGANIZATION> over the past two days.
<LOCATION>NEW YORK</LOCATION> (CNNMoney) For the first time in
<ORGANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>BiIll
Gates</PERSON> is no longer its largest individual shareholder. In the <DATE>past two
days</DATE>, Gates has sold nearly 8 million shares of
<ORGANIZATION>Microsoft</ORGANIZATION>
(<ORGANIZATION>MSFT</ORGANIZATION>, Fortune 500), bringing down his total to
roughly 330 million. That puts him behind
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve
Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of
world's richest billionaire <PERSON>Ballmer</PERSON>, who was
<ORGANIZATION>Microsoft</ORGANIZATION>'s CEO until <DATE>earlier this
year</DATE>, was one of Gates' first hires. It's a passing of the torch for Gates who has
always been the largest single owner of his company's stock. Gates now spends his
time and personal fortune helping run the <ORGANIZATION>BIll & Melinda
Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3
billion</MONEY> fighting hunger and poverty since its inception back in
<DATE>1997</DATE>.
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Stanford Named Entity Tagger (NER)

http://nip.stanford.edu:8080/ner/process
Stanford NER Output Format: slashTags

Bill/O Gates/O no/O longer/O Microsoft/ ORGANIZATION's/O biggest/O shareholder/O By/O

Patrickkl PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE 2/DATE,/DATE
2014/DATE:/O 5:46/0 PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/O million/O shares/O of/O
Microsoft ORGANIZATION over/O the/O past/O two/O days/O./O NEW/LOCATION YORK/LOCATION
-LRB-/OCNNMoney/O-RRB-/O For/O the/O first/O time/O in/O Microsoft/t ORGANIZATION's/O
history/O,/O founder/O Bill/PERSON Gates/PERSON is/O no/O longer/O its/O largest/O individual/O
shareholder/O./O In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O nearly/O 8/O
million/O shares/O of/O Microsoftt ORGANIZATION -LRB-/OMSFT/ORGANIZATION,/O Fortune/O
500/0-RRB-/0,/0O bringing/O down/O his/O total/O to/O roughly/O 330/0O million/O./O That/O puts/O
him/O behind/O Microsoftf ORGANIZATION's/O former/O CEO/O Steve/PERSON Ballmer/PERSON
who/O owns/O 333/0O million/O shares/O./O Related/O:/O Gates/O reclaims/O title/O of/O world/QO's/O
richest/O billionaire/O Ballmer/PERSON,/O who/O was/O Microsoftt ORGANIZATION's/O CEO/O
until/O earlier/DATE this/DATE year/DATE,/O was/O one/O of/O Gates/O'/O first/O hires/O./O 1t/O's/O
a/O passing/O of/O the/O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O
single/O owner/O of/O his/O company/O's/O stock/O./O Gates/O now/O spends/O his/O time/O and/O
personal/O fortune/O helping/O run/O the/O BillORGANIZATION & ORGANIZATION
Melinda/ORGANIZATION Gates/ORGANIZATION foundation/O./O The/O foundation/O has/O spent/O
$/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/O
back/O in/O 1997/DATE./O
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Vector Representations of Words

Word Embeddings

Word2Vec
GloVe



Documents

Pre-processed
Documents

Modern NLP Pipeline

Pre-processing

-

Bag-of-Words
&
Vectorization

Word Embeddings

Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Pre-processed
Documents

Task / Output

[—————

Classification

Sentiment Analysis

Entity Extraction

Topic Modeling

Similarity

L———J
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Facebook Research FastText

Pre-trained word vectors
Word2Vec
wiki.zh.vec (861MB)
332647 word
300 vec

Pre-trained word vectors for 90 languages,
trained on Wikipedia using fastText.

These vectors in dimension 300 were obtained using
the skip-gram model with default parameters.

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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Facebook Research FastText

Word2Vec: wiki.zh.vec
(861MB) (332647 word 300 vec)

' wiki.zh.vec

31845
31846
31847
31848
31849
31850
31851
31852
31853
31854
31855
31856
31857
31858
31859
31860
31861
31862
31863
31864
31865
31866
31867
31868
31869
31870
31871
31872
31873
31874
31875
31876
31877
31878
31879
31880
31881

-0 T s
yg -0.3978 0.49084 -0.54621 0.078991 0.8584 -0.26163 -0.45787 0.060828 0.36513 -0.03771 0.80791 0.16613 1.4828 -0.89862 0.08596
iE@FE -0.034834 0.71651 -0.4377 0.48344 0.31117 -0.51783 -0.40156 -0.057097 0.31535 —0.088301 0.23436 0.30884 1.2932 -0.6704 0.21

Ao —0.23267 0.39349 -0.90806 —0.53805 0.59308 -0.31819 -0.64229 0.16871 0.10086 0.09342 1.0914 -0.16019 1.6954 -0.70604 -0.218
=72 0.54129 0.55641 -0.4348 0.25094 0.1631 -0.10326 -0.54099 0.064742 0.13175 0.10217 0.84938 -0.10287 1.312 -0.74969 0.24025 -

/K& -0.14451 0.80455 -0.6145 0.55905 0.58307 -0.02559 -0.41088 -0.19056 -0.09178 0.33935 1.1927 Models 3

MiZ ©0.19347 0.553 -0.64736 0.26358 0.83816 -0.24098 -0.83997 -0.16232 —0.024786 —0.2483 0.69732
&0 —0.0089777 0.90866 —0.25306 0.72983 0.67791 -0.3285 -0.63835 0.075295 0.4774 -0.04134 0.721¢

4743 -0.026068 0.92676 —-0.47469 0.50129 0.67343 -0.32509 -0.32917 0.066499 0.3875 0.0011722 0.66: The models can be downloaded from:

#0% 0.40541 0.67654 —0.5351 0.30329 0.43042 -0.24675 —0.19287 0.34207 0.35516 -0.076331 0.85916
%@ -0.089933 0.88136 -0.43524 0.59963 0.6403 -0.70981 -0.56788 -0.074018 0.16905 —0.086594 0.6:
£f5 -0.26578 0.6434 0.028982 -0.044001 0.88297 -0.17646 —0.64672 0.040483 0.43653 0.084908 0.74:
125 -0.0985 0.85082 -0.33363 0.24784 0.71518 -0.59054 -0.73731 0.050949 0.36726 -0.076886 0.817"
1IEX 0.21069 0.27605 —0.83862 -0.099698 0.47894 -0.32196 —0.38288 -0.01892 0.40548 —0.029619 0.7.
kis -0.30595 0.18482 -0.71287 -0.314 0.44776 -0.44245 -0.36447 -0.23723 0.00098801 -0.2528 0.60¢
&% 0.1841 0.60874 -0.51376 -0.48002 0.21506 -0.55515 -0.71746 0.030735 0.39508 -0.40856 0.6226!
fEft 0.25619 0.77186 —0.48847 0.23118 0.27254 0.21305 -0.3517 0.47305 0.24882 -0.34756 1.025 0.1¢
% —0.072521 1.0381 -0.51933 0.19421 0.67573 —0.45204 -0.20126 0.22704 0.44196 0.018401 0.3473¢
# -0.11771 1.4272 -1.0849 0.77532 0.87026 —0.6892 -0.3521 0.036517 0.42727 -0.1871 0.82789 -0.0
/\§4 —0.21554 0.73988 -0.39628 0.044656 1.0602 —0.67047 -0.54102 ©.11888 0.1693 0.19343 1.0841 0,
lai -0.25451 0.31596 -0.29228 -0.19144 0.99059 -0.24459 -0.66342 0.063093 -0.061142 -0.22749 0.¢
fRER —0.50835 1.0943 0.043918 0.29173 1.0161 -0.32493 -0.27305 0.026946 0.46811 -0.3874 1.4049 0,
AAR -0.35726 -0.03476 -0.28672 0.075447 0.18175 -0.39421 -0.32088 0.025225 0.34808 0.074744 0.
franch -0.6046 -0.3235 0.024041 -0.2756 0.74761 -0.14654 0.0082566 —0.10071 0.53593 -0.17374 0.2
brazilian -0.54029 -0.63905 —0.094006 -0.68768 0.33263 -0.1583 -0.060424 0.20644 0.46234 -0.0764
FATHk -0.4361 0.011429 -0.078896 —0.078186 0.37747 -0.052101 -0.096683 0.10769 0.62661 -0.37252
continent -0.37761 -0.72151 -0.42248 -0.81768 0.5016 —0.48569 0.13464 0.12644 0.32292 0.18099 0.
HKHEZ 0.097443 0.28929 -0.14202 0.034027 0.50621 -0.1647 -0.45849 -0.16198 0.13965 -0.33451 0.61
vienna -0.25827 -0.050966 0.050502 -0.63466 0.4949 -0.17448 -0.59978 0.20269 0.37532 0.059419 0.
EZ -0.12678 0.4556 -0.27108 0.12506 0.52106 -0.058477 -0.69296 0.12162 0.26508 —0.089028 0.752:
EHE -0.33693 0.48335 -0.58455 0.13722 0.74856 —0.24529 -0.41125 -0.13832 0.33871 -0.12051 0.864"
&4 0.030096 0.65756 —0.67982 0.2203 0.38492 -0.19001 -0.53136 —-0.10322 0.24523 0.15287 0.92591
#ER 0.11559 0.67087 -0.5111 0.14955 0.61417 -0.51571 -0.47901 0.29445 0.37629 -0.24232 0.4608 -
1% 0.50469 1.5357 -0.64393 0.48668 0.69479 -0.23443 -0.47863 0.16288 0.3347 -0.51673 0.86777 0.0
FL 0.088323 0.85815 -0.485 0.30383 0.75965 -0.25031 -0.76678 0.12805 0.37641 -0.088752 0.65012
N1 0.26835 0.94854 -0.27972 0.097623 0.43305 -0.031361 —0.57406 0.21608 0.3324 -0.36823 0.6987"
aka —-0.21332 0.11216 -0.48872 -0.18531 0.79093 -0.34221 -0.51122 0.10067 0.29963 -0.075253 0.642
JB#iE -0.28726 0.88014 -0.39751 -0.056992 0.37408 -0.16967 —0.20673 -0.048533 -0.1978 -0.13107 @

¢ Afrikaans: bin+text, text

¢ Albanian: bin+text, text

e Arabic: bin+text, text

e Armenian: bin+text, text

e Asturian: bin+text, text

e Azerbaijani: bin+text, text

e Bashkir: bin+text, text

e Basque: bin+text, text

e Belarusian: bin+text, text

e Bengali: bin+text, text

e Bosnian: bin+text, text

e Breton: bin+text, text

¢ Bulgarian: bin+text, text

e Burmese: bin+text, text

e Catalan: bin+text, text

» Cebuano: bin+text, text

e Chechen: bin+text, text

¢ Chinese: bin+tex‘Te)?l
LB

e Chuvash: bin+text, text

¢ Croatian: bin+text, text

e Czech: bin+text, text

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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Word Embeddings in LSTM RNN

Time Expanded LSTM Network

LSTM
Internal States
Word
Embeddings

Input Question this person dancing ?

Fixed length
question
vector
encoded by
the LSTM

Source: https://avisingh599.github.io/deeplearning/visual-qa/
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BARZEFZRERTHREHARLE R
http://mail.tku.edu.tw/myday/resources/

RILREENEHE 2

(Department of Information Management, Tamkang University)

H RS = B E S RE i e &R

(Resources of Natural Language Processing and Information Retrieval)

1. IR CKIP b 3B se 2240
g A=K IVARI RS T W ol WA
TS - BT EA -
FREHHA - 2011.03.31 -
CKIP: http://ckipsvr.iis.sinica.edu.tw/

2. ' ropfigebE o EEEESE 4 | (The Academia Sinica Bilingual Wordnet)

e L EERESR4Y | (The Academia Sinica Bilingual Wordnet) -

FRE TR REENEHE Z | (Department of Information Management,
Tamkang University )2 {85 5 -

FEHEERA ¢ TR R S R

FofEeRE © T g e oL EESE 4 | (The Academia Sinica Bilingual Wordnet)
FE NI EEFERE(1-10 AEH) JE& & - NT$61,0007T -

PREHHA - 2011.05.16 -

Sinica BOW: http://bow.ling.sinica.edu.tw/
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BRETREABTMREARLER

http://mail.tku.edu.tw/myday/resources/

3. ARG A4 S £t (OpenASQA)
PREREAL - P OUH TR AR T B A A R B =
TME AR ¢ BT
PFEHHE : 2011.05.05 -
ASQA: http://asqga.iis.sinica.edu.tw/
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BARZEFZRERTHREHARLE R
http://mail.tku.edu.tw/myday/resources/

4. ﬂAI?’(‘HEﬂTEE%'?EEmEF‘/U(H|T-C|R)E§§T§Zﬁﬁf =
++E f
n/\Ij(‘”;ﬂ;fEE%‘iﬁﬂqu:,U,;ﬁg fictEfefEE [ HIT-CIR Chinese Dependency Treebank )
g TARE R L EIEGE M ERERM. (HIT-CIR Tongyici Cilin (Extended) )
ot 0 pn PR A
) (SplitSentence: Sentence Splitting)
=451 (IRLAS: Lexical Analysis System)
EHHASVMTooliyza M43 (PosTag: Part-of-speech Tagging)
A B fesmon] (NER: Named Entity Recognition)
FENENRE S S LAV A) AT (Parser: Dependency Parsing)
EN BRI E0 8T (GParser: Graph-based DP)
ijzﬂgcja/)ﬁjtj'z (WSD: Word Sense Disambiguation)
EfEEEFE ¥4 (SRL: hallow Semantics Labeling)
BRI
BT EfZ:E= (LTML: Language Technology Markup Language)
HELTHE
LTMLFZ{EXSL

TREERAL ¢ MG KA RNTFE 0 (HIT-CIR)
TR EH © TR ER] -

FREHHER - 2011.05.03 -

HIT IR: http://ir.hit.edu.cn/
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NLP Tools: spaCy Vs. NLTK

ISPACY ISYNTAXNET| NLTK :CORENLP

Easy installation

o e

©
©

Python API (4]
Multi-language support
Tokenization
Part-of-speech tagging
Sentence segmentation
Dependency parsing

Entity Recognition

Integrated word vectors

© 0 ©¢ 0 © © © O ©

Sentiment analysis

0O 0 0 0 © © © © O o
© © 0 ©¢ O ©¢ 0 © o0 o

0O © © ©¢ 0 O © ©

Coreference resolution

r A N N N § & N § § §N §B §B §B § § § N N §N_ §N § §N N N §N B B _§B § §N N N N _§N }
‘------------------I



Natural Language Processing (NLP)
spaCy

. Tokenization

Part-of-speech tagging

Sentence segmentation

Dependency parsing

Entity Recognition

Integrated word vectors

Sentiment analysis

© N DU AW

Coreference resolution
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spaCy:
Fastest Syntactic Parser

SYSTEM LANGUAGE ACCURACY SPEED (WPS)

spaCy Cython 91.8 13,963
ClearNLP Java 91.7 10,271
CoreNLP Java 89.6 8,602

MATE Java 92.5 550

Turbo C++ 92.4 349
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Processing Speed of NLP libraries

ABSOLUTE (MS PER DOC)  RELATIVE (TO SPACY)

SYSTEM  TOKENIZE TAG PARSE  TOKENIZE TAG PARSE

spaCy 0.2Zms 1ms 19ms 1x 1x 1x
CoreNLP 2ms 10ms 49ms 10x 10x 2.6X
/Par 1ms 8ms 850ms 5x 8x 44.7x

NLTK 4ms  443ms n/a 20x  443x n/a
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Google SyntaxNet (2016):
Best Syntactic Dependency Parsing

Accuracy
SYSTEM NEWS WEB QUESTIONS
spaCy 92.8 n/a n/a
Parsey McParseface 94.15 89.08 94.77
Martins et al. (2013) 93.10 88.23 94.21
Zhang and McDonald (2014) 93.32 88.65 93.37
Weiss et al. (2015) 93.91 89.29 94.17

Andor et al. (2016) 94.44 90.17 95.40
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Named Entity Recognition (NER)

SYSTEM

spaCy

CoreNLP

NLTK

LingPipe

PRECISION

0.7240

0.7914

0.5136

0.5412

RECALL

0.6514

0.7327

0.6532

0.5357

F-MEASURE

0.6858

0.7609

0.5750

0.5384
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Natural Language
Processing

with

NLTK in Python




@ python’



NLTK (Natural Language Toolkit)

NLTK 3.0 documentation

NEXT MODULES INDEX

Natural Language Toolkit

NLTK is a leading platform for building Python programs to work with human language data. It
provides easy-to-use interfaces to over 50 corpora and lexical resources such as WordNet,
along with a suite of text processing libraries for classification, tokenization, stemming,
tagging, parsing, and semantic reasoning, wrappers for industrial-strength NLP libraries, and
an active discussion forum.

Thanks to a hands-on guide introducing programming fundamentals alongside topics in
computational linguistics, plus comprehensive API documentation, NLTK is suitable for
linguists, engineers, students, educators, researchers, and industry users alike. NLTK is
available for Windows, Mac OS X, and Linux. Best of all, NLTK is a free, open source,
community-driven project.

NLTK has been called “a wonderful tool for teaching, and working in, computational linguistics
using Python,” and “an amazing library to play with natural language.”

Natural Language Processing with Python provides a practical introduction to programming for
language processing. Written by the creators of NLTK, it guides the reader through the
fundamentals of writing Python programs, working with corpora, categorizing text, analyzing
linguistic structure, and more. The book is being updated for Python 3 and NLTK 3. (The
original Python 2 version is still available at http://nltk.org/book 1ed.)

Some simple things you can do with NLTK

Tokenize and tag some text:

>>> import nltk

http://www.nltk.org/

TABLE OF CONTENTS

NLTK News
Installing NLTK
Installing NLTK Data
Contribute to NLTK
FAQ

Wiki

API

HOWTO

SEARCH

Go
Enter search terms or a module, class or
function name.
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jupyter notebook

imyday — jupyter-notebook — 90x7

iMydaytekiMacBook-Pro:~
[I ©5:
[I 05:
[I ©5:
[I ©5:

twice

00:

5%
5]%)
to

skip confirmation).

imyday$ jupyter notebook

:21.870 NotebookApp] Serving notebooks from local directory: /Users/imyday

21.870 NotebookApp] @ active kernels

:21.870 NotebookApp! The Jupyter Notebook is running at: http://localhost:8888/
:21.870 NotebookApp! Use Control-C to stop this server and shut down all kernels (

108



Jupyter New Terminal

: Jupyter Logout
Files Running Clusters
Select items to perform actions on them. Upload -I o
0 |+ | @& / Documents / SCDBA / TextMining ‘ Text File ’
Folder
O ..
‘I Terminal
Notebook list empty.
Notebooks
Python 3
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conda list

C @ localhost:8

" Jupyter

bash-3.2$ conda list
# packages in environment at /Users/imyday/anaconda:

_license
alabaster
anaconda
anaconda-client
anaconda-navigator
anaconda-project
appnope
appscript
astroid
astropy

babel
backports
beautifulsoup4
bitarray
blaze

bokeh

boto
bottleneck
cffi

chardet

chest

click
cloudpickle
clyent
colorama
conda
conda-env
configobj
contextlib2
cryptography
curl

cycler

cython

Py>6_
nplllpy36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
nplllpy36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
nplllpy36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
0

e s 0o 0o UINOe
[«

[

py36_0
py36_0
py36_0

0

py36_0
py36 0

OCONHFHFOUUNAPROHOANONHFHEHFNOOOMPHFNHEEHFOOKRKRPOM
© @ o 6 o o e o 6 & & e e e 6 & e e e e & & & e 0 e o s e e o o o
NFEFUONUOAWWNNNNWONBREEFOUIOCWWARORAUIOVWNH

UIONG® ¢ ¢ o o o o o
e o o HPBPOOKNNN WO KO ¢ ¢ =W L) OHOHHOOK\W




conda list
jupyter nltk 3.2.2 py36 O

nplllpy36_0
py36_1
0

matplotlib
mistune

mk1l
mkl-service
mpmath
multipledispatch
nbconvert
nbformat
networkx
nltk
notebook
numba
numexpr
numpy
numpydoc
odo
openpyxl
openssl
pandas
pandas-datareader
partd
path.py
pathlib2
patsy

pep8
pexpect
pickleshare
pillow

pip

plotly

ply
prompt_toolkit
psutil

~Je o
wo

o

.

[y

py36_3
py36_1
py36_0
py36_0
py36_0

py36 0
py36_0

1 S A
py36_0
nplllpy36_0
nplllpy36_2
py36_0
py36_0
py36_1
py36_0

1

e ¢ o |=e o ¢ Do

NFOOes He H-~IN (=N RVe) N e
w =

(SR

nplllpy36_1
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_0
py36_1
py36_0
py36_0
py36_0
py36 0

WNRFRFORPRUOVFAWWONKFEFNNARFREFEENO

Ne o ¢ ¢ ¢ ¢ ¢ O¢e¢ ¢ Do ¢ ¢ o o

s HOBRKHOHO NH-

O

0
0

2
0
2
1
0
0
4
4
1
3
4
0
2
1
0
0
2
1
0
0
0
1
2
0
1
4
0
4
9
1
3
1
5

COWVWHOONNNBN.
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help( 'modules ')

In [2]:

help( 'modules’

_ot
_Res

_Scrap

_Snd

_TE

_Win
__builtin_
___future
_abcoll

_ast

_bisect
_builtinSuites
_cffi backend
_codecs
_codecs_cn
_codecs_hk
_codecs _1s02022
_codecs_Jjp
_codecs_kr
_codecs_tw

Ccopy
copy_reg
copyreg
crypt
cryptography
csv

ctypes

curl

curses
cycler
cython
cythonmagic
cytoolz
datashape
datetime
dateutil
dbhash

dbm
decimal
decorator

nltk
nntplib
nose
notebook
ntpath
nturl2path
numba
numbers
numexpr
numpy

odo

opcode
openpyxl
operator
optparse
os
os2emxpath
osax
pandas
parser

z

tarfile
telnetlib
tempfile
terminado
terminalcommand
termios

test path

test pycosat
tests

textwrap

this

thread
threading

time

timeit
tkColorChooser
tkCommonDialog
tkFileDialog
tkFont
tkMessageBox
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import nltk

. J u pyte r TeXtMining NLP (unsaved changes) ﬁ Logout

File Edit View Insert Cell Kernel Widgets Help | Python3 O

+ X & B 2 ¥ M B C Code 4 CellToolbar

In [ ]: import n
nltk
nntplib
nose
notebook
ntpath
nturl2path
numba
numbers
numexpr
numpy

http://www.nltk.org/ 113




import nltk

nltk.download ()

K ; Ju pyte r TextMiningNLP Last Checkpoint: 40 minutes ago (autosaved)

A

| Python3 @

File Edit View Insert Cell Kernel Widgets Help
+ < DB 4o ¥ M B C  Code 4 CellToolbar
In [*]: 4import nltk
nltk.download
showing info https://raw.githubusercontent.com/nltk/nltk data/gh-pages/index.xml
[ NON NLTK Downloader
In :
) Colections | Corpors | odeis Al Peckases
Identifier Name Status
all All packages n/a out of date
all-corpora All the corpora n/a out of date
book Everything used in the NLTK Book n/a out of date
Download Refresh

Server Index: https://raw.githubusercontent.com/nltk/nltk_data/gh-pages/index.xml

Download Directory: |/Users/imyday/nltk_data

Finished downloading collection

‘all-corpora'.

http://www.nltk.org/
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import nltk
nltk.download()

® 0 NLTK Downloader
All Packages
All packages
all-corpora All the corpora n/a partial
book Everything used in the NLTK Book n/a partial
Cancel Refresh

Server Index: [http: //www.nltk.org/nltk_data/ y

Download Directory: |/Users/imyday/nltk_data |

Downloading package u'cess_esp' W& eEwyyg

http://www.nltk.org/ 115




import nltk
nltk.download()

In [*]: import nltk

nltk.download
[ NON NLTK Downloader
In [ ]:
S8 Collections Models J§ All Packages
Identifier |
All packages
all-corpora All the corpora nf/a partial
book Everything used in the NLTK Book nfa installed
Cancel Refresh
Server Index: ’http: //www.nltk.org/nltk_data/ ‘
Download Directory: |/Users/imyday/nltk_data |
Downloading package u'panlex_lite' I |

http://www.nltk.org/ 116




nitk data
- = =

chunkers corpora grammars help

models stemmers taggers tokenizers

& Macintosh HD » [ Users » 4 imyday > || nitk_data
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At eight o'clock on
Thursday morning Arthur
didn't feel very good.

http://www.nltk.org/




[('At", "IN'),
('eight’', 'CD'),
("o'clock”, 'NN"),
('on', '"IN'"),

(' Thursday', 'NNP'),
('morning’', 'NN'),
('Arthur' , 'NNP'),
('did', 'VvBD'),
("n't", 'RB'),
('feel’', 'VB'),
('very', 'RB'),
('good’', 'JJ'"),
SERTIRREDY

http://www.nltk.org/ 119




import nltk
sentence = "At eight o'clock on Thursday morning Arthur didn't feel very good."

tokens = nltk.word tokenize(sentence)
tokens

print (tokens)

In [1]: import nltk

sentence = "At eight o'clock on Thursday morning Arthur didn't feel very good.”
tokens = nltk.word tokenize(sentence)
tokens

Out[l]: ['At',
'eight’,
"o'clock",
‘on',
'Thursday ',
‘morning’,
'Arthur’,
‘did’,
"n't",
‘feel’,
‘'very',
‘good’,
o

In [2]: print(tokens)
['At', 'eight', "o'clock"”, 'on', 'Thursday', 'morning', 'Arthur’', 'did', "n't", 'feel', 'ver
y'y 'good', '.']

http://www.nltk.org/




tagged

nltk.pos tag(tokens)

tagged[0:6]

In [3]:

Out[3]:

tagged = nltk.pos tag(tokens)
tagged 0:6

[

At', 'IN'),

("
('eight’', 'CD"),
("
(
(
(

o'clock”™, 'NN'),

lon-’ 'IN'),
'Thursday', 'NNP'),
‘morning’', 'NN')]

http://www.nltk.org/

121



tagged

In [4]: tagged

Out[4]: [('At', 'IN'),
('eight', 'CD"),
("o'clock”, 'NN'),
(‘on', 'IN'),

( 'Thursday', 'NNP'),
( 'morning’, 'NN'),
('"Arthur’', 'NNP'),
('did', 'VBD'),
("n't", 'RB'),
('feel', 'VB'),
('very', 'RB'),
('good’, 'JJ'),
(et )

http://www.nltk.org/ 122




print (tagged)

In [5]: print(tagged

[('at', 'IN'), ('eight', 'CD'), ("o'clock", 'NN'), ('on', 'IN'), ('Thursday', 'NNP'), ('morni
ng', 'NN'), ('Arthur', 'NNP'), ('did', 'VvBD'), ("n't", 'RB'), ('feel', 'VB'), ('very', 'RB'),
(‘good', 'JJ"), ('.', ".")]

[('At', "IN'), ('eight', 'CD'), ("o'clock", 'NN'), ('on', 'IN'),
('Thursday', 'NNP'), ('morning', 'NN'), ('Arthur’', 'NNP'), ('did’,
'VBD'), ("n't", 'RB'), ('feel', 'VB'), ('very', 'RB'),

('good’,
33y, (et D]

At eight o'clock on Thursday morning
Arthur didn't feel very good.

http://www.nltk.org/ 123




entities
entities

entities
entities

nltk.chunk.ne chunk(tagged)

nltk.chunk.ne chunk(tagged)

Tree('S"', [('At', 'IN'), ('eight’', 'CD'), ("o'clock"”, 'NN'), ('on', 'IN'), ('Thursday', 'NN

P'), ('morning', 'NN'),
('feel', 'VB'), ('very',

Tree('S', [('At',
(lonl,

Tree('PERSON', [('Arthur', 'NNP')]), ('did', 'VBD'), ("n't", 'RB'),
‘'RB'), ('good', 'JJ"), (".'y ".")])

'"IN'), ('eight', 'cb'), ("o'clock", 'JJ'),
"IN'), ('Thursday', 'NNP'), ('morning', 'NN'),

Tree('PERSON', [('Arthur', 'NNP')]),

('did’,
('very',

'VBD'), ("n't", 'RB'), ('feel', 'VB'),
'‘RB'), ('good’, 'J3'), ('-', "-")1)

http://www.nltk.org/




from nltk.corpus import treebank
t = treebank.parsed sents('wsj 0001.mrg')[O]

t.draw()

from nltk.corpus import treebank
t = treebank.parsed sents( 'wsj 0001.mrg')[0]

t.draw
O O NLTK
S
——— e, e mt . e
NP-SBJ VP .
e R ——— T — |
NP , ADJP , MD VP
NNP NNP , NP J o, wl VB NP PP-CLR NP-TMP
Pierre Vinken CD NNS old join DT NN IN NP NNP CD
| I | | e I |
61 years the board as DT JJ NN Nov. 29

a nonexecutive director

http://www.nltk.org/ 125




wsj 0001.mrg

wsj_0001.mrg wsj_0002.mrg wsj_0003.mrg wsj_0004.mrg
wsj_0005.mrg wsj_0006.mrg wsj_0007.mrg wsj_0008.mrg

& Macintosh HD > [#] Users > % imyday > [ ] nitk_data » [ /] corpora > | ] treebank > [ ] combined > wsj_0001.mrg
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wsj 0001.mrg

1

2 ( (s

3 (NP-SBJ

4 (NP (NNP Pierre) (NNP Vinken) )

5 (, ,)

6 (ADJP

7 (NP (CD 61) (NNS years) )

8 (JJ old) )

9 (, ,))

10 (VP (MD will)

11 (VP (VB join)

12 (NP (DT the) (NN board) )

13 (PP-CLR (IN as)

14 (NP (DT a) (3] nonexecutive) (NN director) ))
15 (NP-TMP (NNP Nov.) (CD 29) )))

16 (« +)))

17 ( (S

18 (NP-SBJ (NNP Mr.) (NNP Vinken) )

19 (VP (VBZ 1is)

20 (NP-PRD

21 (NP (NN chairman) )

22 (PP (IN of)

23 (NP

24 (NP (NNP Elsevier) (NNP N.V.) )
25 G, )

26 (NP (DT the) (NNP Dutch) (VBG publishing) (NN group) )))))
27 (« +)))

28

http://www.nltk.org/ 127




In [1]:
In [2]:
In [3]:
In [ ]:

Pragmatic NLP

Pragmatic NLP - Live Demo

Dataset: CNN Facebook Posts 2012-2016

Source: https://data.world/martinchek/2012-2016-facebook-posts

$matplotlib inline

import matplotlib

import matplotlib.pyplot as plt
matplotlib.style.use('ggplot')

import pandas as pd

import numpy as np

from sklearn.feature_extraction.text import CountVectorizer, TfidfTransformer

from textblob import TextBlob

# Don't forget to fetch necesarry models for TextBlob's NLTK hooks to function > 'python -m textbl
ob.download corpora'

import json

import multiprocessing
import regex as re

fname_data = '/Volumes/SD/datasets/facebook-news/cnn-5550296508.csv-cnn-5550296508.csv’

1. Ingest Data

pd data = pd.read csv(fname data, encoding='utf-16', na values='NULL', quoting=1)
pd data.id = pd data['id'].map(lambda x : x.replace('"','"))

https://github.com/fortiema/notebooks/blob/master/Pragmatic%20NLP.ipynb 128




Python Jieba “Z&B” A3

& GitHub, Inc. [US] https://github.com/fxsjy/jieba Y
O Personal Opensource Business Explore Pricing Blog Support  This repository Signin m
L] fxsjy / jieba ®©Watch 761 S Star 7,87  YFork 2,252

<> Code (D Issues 226 i) Pull requests 14 Projects 0 EE Wiki 4~ Pulse lili Graphs
HZERXD1E
D 485 commits ¥ 2 branches © 23 releases 42 31 contributors sfs MIT

Branch: master v New pull request Find file Clone or download ~

nfxsjy committed on GitHub Merge pull request #382 from huntzhan/master .. Latest commit 8ba26¢cf on Aug 5, 2016

8 extra_dict update to v0.33 2 years ago

i jieba Bugfix for HMM=False in parallelism. 6 months ago

B test Bugfix for HMM=False in parallelism. 6 months ago

B .gitattributes first commit 4 years ago

B .gitignore update jieba3k 2 years ago

[E Changelog version change 0.38 a year ago

B LICENSE add a license file 4 years ago

B MANIFEST.in include Changelog & README.md in the distribution package 4 years ago

B README.md Update README.md 8 months ago

https://github.com/fxsjy/jieba 129




Python Jieba “&BE” HA3 454

import jieba
import jieba.posseg as pseg
sentence = "STEEELAAY - SBMBRIZAFRALT"
words = jieba.cut (sentence)
print (sentence)
print (" ".join(words))
wordspos = pseg.cut (sentence)
result = '’
for word, pos in wordspos:
print(word + ' (' + pos + ')")
result = result + ' ' + word + '(' + pos + ')’
print (result.strip())



import jieba
words = jieba.cut(sentence)

import jleba posseg as pseg
sentence = "fRITEXRIEERE  SREEREZARBRAA"

words = jieba.cut(sentence)
print (sentence)

print(" ".join(words)) ##RfT EX IFtF K& - T %18 & £8 BEAT

wordspos = pseg.cut(sentence)

result = "'
for word, pos in wordspos:
print(word + ' (' + pos + ')')

result = result + ' ' + word + '(' + pos + ')’

print(result.strip()) ##R77(n) EX(n) E#E(t) K& (v) - (x) Z@(n) 8 (n) & (d) #ZH(n) BFEAT (n)

IRITEEXLIERE  SREENIZARBAT

R1T E¥ FFE & - R 8 % 28 NEAA
8’17 (n)

E¥ (n)

E&E (t)

X (v)

» (X)

ERt (n)

#iE (n)

; (d)

8 (n)

BEAA (n)

B1T(n) EX¥(n) EfE(t) X (v) » (x) Efl(n) #HE(n) M) A (n) BHEAT (n)
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Python Jieba “ZBE” A3 71A

* https://github.com/fxsjy/jieba

* jieba.set_dictionary('data/dict.txt.big')

— #/anaconda/lib/python3.5/site-packages/jieba
— dict.txt (5.4MB)(349,046)

— dict.txt.big.txt (8.6MB)(584,429)

— dict.txt.small.txt (1.6MB)(109,750)

— dict.tw.txt (4.2MB)(308,431)

e https://github.com/Idkrsi/jieba-zh TW
— & dXEH S EERIRA
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Sebastian Raschka (2015),

Python Machine Learning,
Packt Publishing

-
Copyrighted Matedal SN

Community Experience Distilled

Python Machine Learning
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Sunila Gollapudi (2016),

Practical Machine Learning,
Packt Publishing
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Machine Learning Models

Deep Learning Kernel

Ensemble

Association rules

Decision tree

Dimensionality reduction

Clustering Regression Analysis

Bayesian Instance based
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Scikit-learn Machine Learning

classification scikit-learn

NOT
WORKING

NO

samples
NO,

<100K £
samples

NO

regression

YES o

NOT YES

Text WORKING YES <100K
Data ;

samples

predicting a
ves | category
YES

do you have
labeled
NO data

YE!
predicting a
number of quantity
categories
known
just
looking %

predicting
structure

few features -
should be WORKING
important

S

clustering

NOT
WORKING

oT
WORKING

YES
o dimensionality
reduction

Source: http://scikit-learn.org/stable/tutorial/machine_learning_map/

algorithm cheat-sheet
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Al and Deep Machine Learning

 Artificial Intelligence (Al)

— Al is the broadest term, applying to any technique that
enables computers to mimic human intelligence, using
logic, if-then rules, decision trees, and machine learning
(including deep learning).

 Machine Learning (ML)

— The subset of Al that includes abstruse statistical
techniques that enable machines to improve at tasks with
experience. The category includes deep learning.

* Deep Learning (DL)

— The subset of machine learning composed of algorithms
that permit software to train itself to perform tasks, like
speech and image recognition, by exposing multilayered
neural networks to vast amounts of data.
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Summary

* Differentiate between
text mining, Web mining and data mining

* Text mining
 Web mining
—Web content mining
—Web structure mining
—Web usage mining
* Natural Language Processing (NLP)
* Natural Language Processing with NLTK in Python
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