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* Sentiment Analysis
* Architectures of Sentiment Analytics
* Opinion Spam Detection

* Text Mining Techniques and
Natural Language Processing
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What makes a data scientist?
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And Can Combing Quartative and stataSical mOdelng expertine with Dusingess acumen and a takert for
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Data Science vs.

Big Data vs. Data Analytics
Data Science VS Big Data VS Data Analytics

DATA IS GROWING FASTER THAN EVER BEFORE.

Each person-
1.7 megabytes

created ,, |




Data Science vs. Big Data vs. Data Analytics
WHAT ARE THEY?

s a field that comprises of
everything that related to data cleansing,

preparation, and analysis. IS something that can be used to
analyze insights which can lead to better
decision and strategic business moves.,

Involves automating insights into
a certain dataset as well as supposes the usage of
queries and data aggregation procedures.




What are they used?

Data Science algorithms are Big Data is used in Data Analytics is used
used in industries like: industries like: in industries like:

Internet searches Financial Services Healthcare

=

En
Mana .
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Data Science

What are the Skills Required?

DATA SCIENTIST BIG DATA SPECIALIST DATA ANALYST
In-depth knowledge in Analytical skills Programming skills
SAS and/or R _ ,

Creativity Statistical skills
Python coding
Mathematics and Mathematics
Hadoop platform
tatistical skills Machine learning skills
SQL database/coding _
Computer science Jata wrangling skills
w Working with : 4 :
Business skills Communication and Data

unstructured data |
Visualization skills

Jata Intuition




DATA SCIENTIST ‘
o
BIG DATA SPECIALIST o ‘

$S113,436
per year.

$62,066
per year.

DATA ANALYST ‘

$60,476
per year.




Internet Evolution

Internet of People (lIoP): Social Media
Internet of Things (loT): Machine to Machine

N Internet of Internet of Internet of Internet of
“Human to human” é “Www” ¢ “Web 2.0" é “Social media” é “Machine to machine”

« Fixed and mobile « e-mail « e-productivity « Skype « |dentification, tracking,
telephony  Information - e-commerce « Facebook monitoring, metering, ...
« SMS « Entertainment . « YouTube « Automation, actuation,
. . payment, ...
+smart +smart +smart +smart +smart
networks IT platforms phones and devices, Data and
and services applications objects, data ambient context

Source: Marc Jadoul (2015), The loT: The next step in internet evolution, March 11, 2015
http://www?2.alcatel-lucent.com/techzine/iot-internet-of-things-next-step-evolution/ 13
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Emotions

o j 0 )

Anger

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 15




o0 Example of Opinion: X
review segment on iPhone ‘

“I bought an iPhone a few days ago.
It was such a nice phone.

The touch screen was really cool.
The voice quality was clear too.

However, my mother was mad with me as | did not tell
her before | bought it.

She also thought the phone was too expensive, and
wanted me to return it to the shop. ...”

16



Example of Opinion:
review segment on iPhone

“(1) | bought an iPhone a few days ago.

(2) It was such a nice phone.

® 0 +Positive
(3) The touch screen was really cool. /) Opinior

(4) The voice quality was clear too.

(5) However, my mother was mad with me as | did not
tell her before | bought it.

(6) She also thought the phone was too expensive, and

wanted me to return it to the shop. ... B ncoative
P Opinion

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 17



How consumers
think, feel, and act



Emotions

o j 0 )

Anger

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 19




Maslow’s Hierarchy of Needs

Source: Philip Kotler & Kevin Lane Keller, Marketing Management, 14th ed., Pearson, 2012

20



Maslow’s hierarchy of human needs
(Maslow, 1943)

Self-
actualization

Esteem \

Lo \

Saiey \
/ Survival \

Source: Backer & Saren (2009), Marketing Theory: A Student Text, 2" Edition, Sage
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Maslow’s Hierarchy of Needs

Self-fulfillment
needs

Psychological
needs

Belongingness and love needs:
intimate relationships, friends

Source: http://sixstoriesup.com/social-psyche-what-makes-us-go-social/
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Social Media Hierarchy of Needs

Hierarchy of Needs

Social Media
Self Optimization &
CO Actualization Monetization
Personal
- “mg
Love &
Belonging

Safety &
Security

Y
&
&
o
Physiological

Social Media Hierarchy of Needs - by John Antonios

Maslow’s

Community
Building

-*'“““"
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Social Media Hierarchy of Needs

Self actualization /@)N"O’MW & sense-making

Esteem / U \spod ool et

: s/
Safety / ﬁ
PhysiologicV
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The Social Feedback Cycle
Consumer Behavior on Social Media

Marketer-Generated User-Generated

. - Form
Awareness |Consideration Opinion

/

)

Source: Evans et al. (2010), Social Media Marketing: The Next Generation of Business Engagement
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The New Customer Influence Path

Awareness

4 (11 Tube)

- o A
LINE
Consideration a ~

S\
oy ’/

~~——_'

Source: Evans et al. (2010), Social Media Marketing: The Next Generation of Business Engagement
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Architectures
of
Sentiment
Analytics




Bing Liu (2015),
Sentiment Analysis:
Mining Opinions, Sentiments, and Emotions,
Cambridge University Press

SENTIMENT
ANALYSIS

Mining Opamons Sentlments and Emotions

BING LIU

http://www.amazon.com/Sentiment-Analysis-Opinions-Sentiments-Emotions/dp/1107017890

28



Sentiment Analysis and
Opinion Mining
 Computational study of

opinions,

sentiments,

subjectivity,

evaluations,

attitudes,

appraisal,

affects,

views,

emotions,

ets., expressed in text.

— Reviews, blogs, discussions, news, comments, feedback, or any other
documents

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,
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Research Area of Opinion Mining

* Many names and tasks with difference
objective and models
— Sentiment analysis
— Opinion mining
— Sentiment mining
— Subjectivity analysis
— Affect analysis
— Emotion detection

— Opinion spam detection

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition, 30



Sentiment Analysis

e Sentiment

— A thought, view, or attitude, especially one based
mainly on emotion instead of reason

e Sentiment Analysis
— opinion mining
— use of natural language processing (NLP) and
computational techniques to automate the
extraction or classification of sentiment from
typically unstructured text

31



Applications of Sentiment Analysis

 Consumer information
— Product reviews
 Marketing
— Consumer attitudes
— Trends
* Politics
— Politicians want to know voters’ views

— Voters want to know policitians’ stances and who
else supports them

 Social

— Find like-minded individuals or communities

32



Sentiment detection

 How to interpret features for sentiment
detection?

— Bag of words (IR)
— Annotated lexicons (WordNet, SentiWordNet)
— Syntactic patterns

* Which features to use?
— Words (unigrams)
— Phrases/n-grams
— Sentences

33



Problem statement of
Opinion Mining
 Two aspects of abstraction
— Opinion definition
* What is an opinion?
 What is the structured definition of opinion?
— Opinion summarization

e Opinion are subjective

—An opinion from a single person (unless a VIP)
is often not sufficient for action

* We need opinions from many people,
and thus opinion summarization.

34



What is an opinion?

e |d: Abcl23 on 5-1-2008 “/ bought an iPhone a few days ago. It is
such a nice phone. The touch screen is really cool. The voice
quality is clear too. It is much better than my old Blackberry,
which was a terrible phone and so difficult to type with its tiny
keys. However, my mother was mad with me as | did not tell her
before | bought the phone. She also thought the phone was too

expensive, ...”

* One can look at this review/blog at the
— Document level
* Is this review + or -?
— Sentence level
* |s each sentence + or -?
— Entity and feature/aspect level

35



Entity and aspect/feature level

Id: Abc123 on 5-1-2008 “/ bought an iPhone a few days ago. It is
such a nice phone. The touch screen is really cool. The voice
quality is clear too. It is much better than my old Blackberry,
which was a terrible phone and so difficult to type with its tiny
keys. However, my mother was mad with me as | did not tell her
before | bought the phone. She also thought the phone was too

expensive, ...”

What do we see?
— Opinion targets: entities and their features/aspects
— Sentiments: positive and negative
— Opinion holders: persons who hold the opinions

— Time: when opinion are expressed

36



Two main types of opinions

Regular opinions: Sentiment/Opinion expressions on some

target entities
— Direct opinions: sentiment expressions on one object:
* “The touch screen is really cool”
* “The picture quality of this camera is great”

— Indirect opinions: comparisons, relations expressing
similarities or differences (objective or subjective) of more
than one object

* “phone X is cheaper than phone Y.” (objective)

* “phone X is better than phone Y.” (subjective)
Comparative opinions: comparisons of more than one entity.
— “IPhone is better than Blackberry.”

37



Subjective and Objective

* Objective

— An objective sentence expresses some factual information
about the world.

— “l returned the phone yesterday.”
— Objective sentences can implicitly indicate opinions
* “The earphone broke in two days.”
e Subjective

— A subjective sentence expresses some personal feelings or
beliefs.

— “The voice on my phone was not so clear”
— Not every subjective sentence contains an opinion
* “I wanted a phone with good voice quality”
e =>» Subjective analysis

38



Sentiment Analysis
VS.
Subjectivity Analysis

Sentiment Subjectivity
Analysis Analysis
Positive
Subjective
Negative

Neutral Objective

39



A (regular) opinion

e Opinion (a restricted definition)

— An opinion (regular opinion) is simply a positive or
negative sentiment, view, attitude, emotion, or
appraisal about an entity or an aspect of the entity
from an opinion holder.

e Sentiment orientation of an opinion

— Positive, negative, or neutral (no opinion)
— Also called:

* Opinion orientation
e Semantic orientation

* Sentiment polarity

40



Entity and aspect

* Definition of Entity:

— An entity e is a product, person, event,
organization, or topic.

— e is represented as
* A hierarchy of components, sub-components.

* Each node represents a components and is associated
with a set of attributes of the components

* An opinion can be expressed on any node or
attribute of the node

* Aspects(features)
— represent both components and attribute

41



Opinion Definition
* An opinion is a quintuple
(e, Ay, SO, hy t)
where
— e; Is a target entity.
— a; is an aspect/feature of the entity e; .

— S0, is the sentiment value of the opinion from the
opinion holder on feature of entity at time.
50y Is +ve, -ve, or neu, or more granular ratings

— h;is an opinion holder.

— t,is the time when the opinion is expressed.

* (e, a;) is also called opinion target

42



Terminologies

* Entity: object

* Aspect: feature, attribute, facet
* Opinion holder: opinion source
* Topic: entity, aspect

* Product features, political issues

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,
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Subjectivity and Emotion

* Sentence subjectivity

— An objective sentence presents some factual
information, while a subjective sentence
expresses some personal feelings, views,
emotions, or beliefs.

* Emotion

—Emotions are people’s subjective feelings
and thoughts.

44



Classification Based on
Supervised Learning

e Sentiment classification
— Supervised learning Problem

— Three classes
* Positive
* Negative
* Neutral

Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,
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Opinion words in
Sentiment classification

* topic-based classification
— topic-related words are important
* e.g., politics, sciences, sports
* Sentiment classification
— topic-related words are unimportant

— opinion words (also called sentiment words)

 that indicate positive or negative opinions are
important,
e.g., great, excellent, amazing, horrible, bad, worst

46



Features in Opinion Mining

Terms and their frequency
— TF-IDF

Part of speech (POS)
— Adjectives

Opinion words and phrases

— beautiful, wonderful, good, and amazing are positive opinion
words

— bad, poor, and terrible are negative opinion words.

— opinion phrases and idioms,
e.g., cost someone an arm and a leg

Rules of opinions
Negations
Syntactic dependency

47
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Analysis
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Sentiment Classification Techniques

. Decision Tree

Sentiment
Analysis

>

4 )
Machine

Learning

Approach
\_ J

4 N\
Lexicon-

based

Supervised
Learning

Unsupervised
Learning

( . . )
Dictionary-
based

Approach
\_ J

~ Classifiers |

Linear
~ Classifiers |

Rule-based
~ Classifiers |

[ Probabilistic |

_ Approach

J

Corpus-based
Approach

~ Classifiers |

Statistical

Semantic
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Sentiment Analysis Architecture

Positive Negative )
tweets tweets

[ Classifier ]4 -<—-

Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques,"
International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15 50




Sentiment Classification Based on Emoticons

[ Tweeter ]

[ Tweeter Streaming APl 1.1 ]

—

Based on Positive Emotions

Tweet preprocessing \

Based on Negative Emotions

W

Generate Training Dataset for Tweet

«— |

Positive tweets

—

Training Dataset

.

N

Negative tweets]

\ 4

>[ Classifier }7 Feature Extraction
I

\ 4 4

Positive

Negative @~
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Lexicon-Based Model

|

Preassembled ]
Word Lists J

|

(

\_

Merged
Lexicon

\

J

|

Generic
Word Lists

|

]
)

Vs

Tokenized
Document
Collection

'

[

\

Sentiment Scoring
and Classification:

Polarity
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Sentiment Analysis Tasks

Opinionated
Document

Subjectivity
LCIassificationJ

,  extraction

Opmlon holder |
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Levels of Sentiment Analysis

Sentiment Analysis

Word Sentence g Document Feature
level level level level
SRS BRER N R BRE =l
Analysis Analysis Analysis Analysis

Vishal Kharde and Sheetal Sonawane (2016), "Sentiment Analysis of Twitter Data: A Survey of Techniques,"
International Journal of Computer Applications, Vol 139, No. 11, 2016. pp.5-15 54



Levels of Sentiment Analysis

BTG
@ Granularity
EXIZEO

severce el

Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications."
Knowledge-Based Systems, 89, pp.14-46. 55



A Brief Summary of Sentiment Analysis Methods

Study Analysis Sentiment Identification Sentiment Aggregation Nature of
Task Method Level Method Level Measure

Hu and L1, 2011 Polanty | ML (Probabilistic model) Snippet Valence
Liand Wu, 2010 Polanity | Lexicon/Rule Phrase Sum Snippet | Valence
Thelwall etal . 2010 Polanty | Lexicon/Rule Sentence | Max & Min Snippet | Range

Bo1y and Moens, 2009 Both ML (Cascade ensemble) Sentence Valence
Chung 2009 Polanity | Lexicon Phrase Average Sentence | Valence
Wilson, Wiebe, and Hoffmann, 2009 | Both ML (SVM. AdaBoost. Rule_ etc.) | Phrase Valence
Zhang et al.. 2009 Polanity | Lexicon/Rule Sentence | Weighted average | Snippet | Valence
Abbasi, Chen. and Salem. 2008 Polanity | ML (GA + feature selection) Snippet Valence
Subrahmanian and Reforgiato. 2008 | Polanity | Lexicon/Rule Phrase Rule Snippet | Valence
Tan and Zhang 2008 Polanity | ML (SVM, Winnow. NB, etc.) Snippet Valence
Auiroldi, Bai. and Padman. 2007 Polanity | ML (Markov Blanket) Snippet Valence
Das and Chen, 2007 Polanity | ML (Bayesian. Discriminate, etc.) | Snippet | Average Daily Valence
L etal.. 2007 Polanity | ML (PLSA) Snippet Valence
Kennedy and Inkpen. 2006 Polanty | Lexicon/Rule, ML (SVM) Phrase Count Snippet | Valence
Mishne 2006 Polanity | Lexicon Phrase Average Snippet | Valence
Liuetal.. 2005 Polanty | Lexicon/Rule Phrase Distribution Object Range

Mishne 2005 Polanity | ML (SVM) Snippet Valence
Popescu and Etzioni1 2005 Polanty | Lexicon/Rule Phrase Valence
Efron 2004 Polanty | ML (SVN. NB) Snippet Valence
Wilson, Wiebe. and Hwa. 2004 Both ML (SVM. AdaBoost, Rule, etc.) | Sentence Valence
Nigam and Hurst 2004 Polanity | Lexicon/Rule Chunk Rule Sentence | Valence
Dave. Lawrence, and Pennock. 2003 | Polanty | ML (SVM. Rainbow. etc.) Snippet Valence
Nasukawa and Y1 2003 Polanty | Lexicon/Rule Phrase Rule Sentence | Valence
Yietal. 2003 Polanty | Lexicon/Rule Phrase Rule Sentence | Valence
Yu and Hatzivassiloglou 2003 Both ML (NB) + Lexicon/Rule Phrase Average Sentence | Valence
Pang. Lee. and Vaithyanathan 2002 | Polannty | ML (SVM. MaxEnt. NB) Snippet Valence
Subasic and Huettner 2001 Polanty | Lexicon/Fuzzy logic Phrase Average Snippet | Valence
Turney 2001 Polanity | Lexicon/Rule Phrase Average Snippet | Valence

(Both = Subjectivity and Polanty; ML= Machine Learning; Lexicon/Rule= Lexicon enhanced by linguistic rules)
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Word-of-Mouth (WOM)

* “This book is the best written documentary
thus far, yet sadly, there is no soft cover
edition.”

* “This book is the best written documentary
thus far, yet sadly, there is no soft cover
edition.”
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This
book
IS

the
best
written
documentary
thus
far

yet
sadly

there
is

no
soft
cover
edition

Word POS
This DT
book NN
is VBZ
the DT
best JJS
written VBN
documentary NN
thus RB
far RB
yet RB
sadly RB
there EX
is VBZ
no DT
soft JJ
cover NN
edition NN
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Conversion of text representation

Word Vector
(Wv)

This

book

is

the

best

written

documentary

thus

far

’

yet

SentiWordN&

Polarity Score Vector

Microstate Sequence

sadly

2

there

IS

no

soft

cover

edition

Lookup /

pscore nscore (PSV) (MS)

0 0 Neutral (0) 0

0 0 Neutral (0) 0

0 0 Neutral (0) 0

0 0 Neutral (0) 0
0.75 0 Positive (0.75) 1
0 0 Neutral (0) 0

0 0 Neutral (0) 0
0.375 0 Positive (0.375) 1
0.375 0 Positive (0.375) | Microstate 1

Mapping

0 0.125 | Negative (0.125) -1
0.25 0.5 Negative (0.25) -1
0 0 Neutral (0) 0

0 0 Neutral (0) 0

0 0.75 Negative (0.75) -1

0 0 Neutral (0) 0

0 0 Neutral (0) 0

0 0 Neutral (0) 0

Probability
Distribution
(P)

Probability
Mapping

P(“1")=3/17
P(“-1")=3/17
P(“0”)=11/17

Source: Zhang, Z., Li, X., and Chen, Y. (2012), "Deciphering word-of-mouth in social media: Text-based metrics of consumer reviews,"

ACM Trans. Manage. Inf. Syst. (3:1) 2012, pp 1-23.,




Example of SentiWordNet

POS ID PosScore NegScore SynsetTerms Gloss

00217728 0.75 0 beautiful#l delighting the senses or
exciting intellectual or emotional admiration; "a beautiful child";
"beautiful country"”; "a beautiful painting"; "a beautiful theory";
beautiful party”

00227507 0.75 0 best#1 (superlative of ‘good') having the
most positive qualities; "the best film of the year"; "the best solution”;
"the best time for planting”; "wore his best suit”

00042614 0 0.625  unhappily#2 sadly#1 in an
unfortunate way; "sadly he died before he could see his grandchild”
00093270 0 0.875  woefully#1 sadly#3 lamentably#1

deplorably#1 in an unfortunate or deplorable manner; "he was sadly
neglected"; "it was woefully inadequate”

00404501 0 0.25 sadly#2 with sadness; in a sad manner;
""She died last night,' he said sadly"
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ke

The car is very old but it is rather not expensive.

The car is very old but it is rather not expensive.

The car is very old but it is rather not expensive.

SenticNet E
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Polarity Detection with SenticNet

o0
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car 1is

very
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advmod
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v

expensive

The car is very old but it is rather not expensive.
The car is very old but it Iis rather not expensive.
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Polarity Detection with SenticNet

expensnve . }
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Polarity Detection with SenticNet
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Polarity Detection with SenticNet
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Evaluation of
Text Mining and Sentiment Analysis

* Evaluation of Information Retrieval

* Evaluation of Classification Model (Prediction)
— Accuracy
— Precision

— Recall

— F-score
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Accuracy Validity

Precision Reliability






Accuracy vs. Precision
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Accuracy vs. Precision
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High Precision
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Accuracy vs. Precision
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Accuracy of Classification Models

* In classification problems, the primary source for
accuracy estimation is the confusion matrix

Predicted Class

True Class

Positive Negative
2 True False
| Positive Positive
& | Count (TP) | Count (FP)
é’ False True
S| Negative Negative
2| Count (FN) | Count (TN)

TP+TN
TP+TN + FP+ FN

Accuracy =

1P

True Positive Rate = ———
TP+ FN

I'N

True Negative Rate = ———
IN+FP

TP P
TP+ FP

Precision =
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Estimation Methodologies for
Classification

* Simple split (or holdout or test sample estimation)

— Split the data into 2 mutually exclusive sets
training (~70%) and testing (30%)

_
Training Data

Model
Development

l Classifier

.
Preprocessed
Data

— For ANN, the data is split into three sub-sets
(training [¥60%], validation [¥20%], testing [~20%])

Testing Data

Model .
Prediction
Assessment
. Accuracy
(scoring)
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Estimation Methodologies for
Classification

* k-Fold Cross Validation (rotation estimation)

— Split the data into kK mutually exclusive subsets

— Use each subset as testing while using the rest of the
subsets as training

— Repeat the experimentation for k times

— Aggregate the test results for true estimation of prediction
accuracy training

e Other estimation methodologies
— Leave-one-out, bootstrapping, jackknifing
— Area under the ROC curve
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Estimation Methodologies for
Classification — ROC Curve
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Sensitivity =True Positive Rate

Specificity =True Negative Rate
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‘Deep learning:
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doi:10.1038/naturel4539

Deep learning

Yann LeCun'?, Yoshua Bengio® & Geoffrey Hinton**

Deep learning allows computational models that are composed of multiple processing layers to learn representations of
data with multiple levels of abstraction. These methods have dramatically improved the state-of-the-art in speech rec-
ognition, visual object recognition, object detection and many other domains such as drug discovery and genomics. Deep
learning discovers intricate structure in large data sets by using the backpropagation algorithm to indicate how a machine
should change its internal parameters that are used to compute the representation in each layer from the representation in
the previous layer. Deep convolutional nets have brought about breakthroughs in processing images, video, speech and
audio, whereas recurrent nets have shone light on sequential data such as text and speech.

society: from web searches to content filtering on social net-

works to recommendations on e-commerce websites, and

it is increasingly present in consumer products such as cameras and

smartphones. Machine-learning systems are used to identify objects

in images, transcribe speech into text, match news items, posts or

products with users’ interests, and select relevant results of search.

Increasingly, these applications make use of a class of techniques called
deep learning.

Conventional machine-learning techniques were limited in their

ability to process natural data in their raw form. For decades, con-

M achine-learning technology powers many aspects of modern

intricate structures in high-dimensional data and is therefore applica-
ble to many domains of science, business and government. In addition
to beating records in image recognition' " and speech recognition®”, it
has beaten other machine-learning techniques at predicting the activ-
ity of potential drug molecules®, analysing particle accelerator data™"’,
reconstructing brain circuits*’, and predicting the effects of mutations
in non-coding DNA on gene expression and disease’*"’. Perhaps more
surprisingly, deep learning has produced extremely promising results
for various tasks in natural language understanding'’, particularly
topic classification, sentiment analysis, question answering'* and lan-

guage translation'*".
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Python Machine Learning,
Packt Publishing

-
Copyrighted Matedal SN

Community Experience Distilled

Python Machine Learning
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Sunila Gollapudi (2016),

Practical Machine Learning,
Packt Publishing
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Machine Learning Models

Deep Learning Kernel

Ensemble

Association rules

Decision tree

Dimensionality reduction

Clustering Regression Analysis

Bayesian Instance based
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Recursive Deep Models for Semantic Compositionality
Over a Sentiment Treebank

Recursive Deep Models for Semantic Compositionality
Over a Sentiment Treebank

Richard Socher, Alex Perelygin, Jean Y. Wu, Jason Chuang,
Christopher D. Manning, Andrew Y. Ng and Christopher Potts
Stanford University, Stanford, CA 94305, USA
richard@socher.org, {aperelyg, jcchuang, ang}@cs.stanford.edu
{jeaneis,manning,cgpotts}@stanford.edu

Abstract

Semantic word spaces have been very use-
ful but cannot express the meaning of longer
phrases in a principled way. Further progress
towards understanding compositionality in
tasks such as sentiment detection requires
richer supervised training and evaluation re-
sources and more powerful models of com-
position. To remedy this, we introduce a
Sentiment Treebank. It includes fine grained
sentiment labels for 215,154 phrases in the
parse trees of 11,855 sentences and presents
new challenges for sentiment composition-

cleverness ° other kind intelligent humor

Figure 1: Example of the Recursive Neural Tensor Net-
work accurately predicting 5 sentiment classes, very neg-

ality. To address them, we introduce the ative to very posmve.(— -0+, * +), at every node of'a
Recursive Neural Tensor Network. When parse tree and capturing the negation and its scope in this
) sentence.

trained on the new treebank, this model out-
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Recursive Neural Tensor Network (RNTN)

@
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cleverness other kind intelligent humor
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Recursive Neural Network (RNN)
models for sentiment

Gco P2 = g(a,pi1)

not very good...
a b C



Recursive Neural Tensor Network

Neural Tensor Layer
Slices of Standard
Tensor Layer Layer
[ (= — — — — — \ h
CIOICIONCETIEIRT]
|
p = o 9 |+ E
:—- ) 58_85 __:
| 8388 ;
L ) J
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Roger Dodger is one of the most
compelling variations on this
theme.

Roger Dodger is one of the least
compelling variations on this
theme.



RNTN for Sentiment Analysis

+ +

O - O .
Roger Dodger & O
O (& '
1S (0) (¥
one O ©
of © O
O & oo

the © ) On
variations OO
(o) S this theme

most compelling
Roger Dodger is one of the most compelling variations on this theme.
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RNTN for Sentiment Analysis
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Roger Dodger is one of the least compelling variations on this theme.
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Accuracy for fine grained (5-class)
and binary predictions
at the sentence level (root) and for all nodes

Model Fine-grained Positive/Negative
All Root All Root
NB 67.2 41.0 82.6 81.8
SVM 64.3 40.7 84.6 79.4
BiNB 71.0 41.9 82.7 83.1
VecAvg 73.3 32.7 85.1 80.1
RNN 79.0 43.2 86.1 82.4
MV-RNN 18.7 444 86.8 82.9
RNTN 80.7 45.7 87.6 85.4
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Accuracy of negation detection

Model Accuracy
Negated Positive  Negated Negative
biNB 19.0 27.3
RNN 33.3 45.5
MV-RNN 52.4 54.6

RNTN 71.4 31.8
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Long Short-Term Memory (LSTM)

N/ Nty
Input Gate @
N\
Ti— [ » hy
2
that movie was reat <\s>
\ f f '} L

LSTM |[+| LSTM |-| LSTM |»| LSTM |-=| LSTM
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Deep Learning

for Sentiment Analysis

CNN RNTN LSTM

Model

Fine (5-class) Binary

DCNN (Blunsom, et al. 2014) 0.485 0.868
RNTN (Socher, et al. 2013) 0.457 0.854
CNN-non-static (Kim, 2014) 0.480 0.872
CNN-multi-channel (Kim, 2014) 0.474 0.881
DRNN w. pretrained word-embeddings (Irsoy and Cardie, 2014) 0.498 0.866
Paragraph Vector (Le and Mikolov. 2014) 0.487 0.878
Dependency Tree-LSTM (Tai, et al, 2015) 0.484 0.857
Constituency Tree-LSTM (Tai, et al, 2015) 0.439 0.820
Constituency Tree-LSTM (Glove vectors) (Tai, et al, 2015) 0.510 0.880
Paragraph Vector 0.391 0.798
LSTM 0.456 0.843
Deep Recursive-NN 0.469 0.847
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Performance Comparison of
Sentiment Analysis Methods

Method Data Set | Acc. Author
Machine | SVM Movie 86.40% | Pang.
Leaming reviews Lee[23]
CoTraining | Twitter | 82.52% | Liu[14]
SVM
Stanford
Deep Sentimen | 80.70% | Richard[18]
learning t
Treebank
Lexical Product Turkey
based Corpus feViews 74.00%
Amazon™ | --- Taboada[20]
Dictionary | s
Mechani
cal Turk
Ensemble Amazon | 81.00% | Wan.X[16]
Cross-
ngual e | Amazon, | 81.30% | Wan. X [16]
ITI68
IMDb >90% Abbast.A.
EWGA movie
review
CLMM MPQAN | 83.02% | Mengi
TCIR.ISI
Active Book, 80% L1 S
Cross- Leaming DVD. (avg)
domain Electroni Bollegala[22
Thesaurus s, ]
SFA Kitchen Pan S J[15]
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Kumar Ravi and Vadlamani Ravi (2015),
"A survey on opinion mining and
sentiment analysis:
tasks, approaches and applications.”

Knowledge-Based Systems,
89, pp.14-46

Knowledge-Based Systems 89 (2015) 14-46

Contents lists available at ScienceDirect =

Knowledge-Based Systems %

journal homepage: www.elsevier.com/locate/knosys

A survey on opinion mining and sentiment analysis: Tasks, approaches @ CrossMatk
and applications

Kumar Ravi *°, Vadlamani Ravi **

* Center of Excellence in CRM and Analytics, Institute for Development and Research in Banking Technology, Castle Hills Road No. 1, Masab Tank, Hyderabad 500057, AP, India

b School of Computer & Information Sciences, University of Hyderabad, Hyderabad 500046, AP, India
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Table 5
Sentiment classification accuracy reported on common datasets.

S# Dataset Articles Obtained result
1 Pang and Lee |167] [156] 92.70% accuracy
2 [112] 90.45% F,
3 [169] 90.2% accuracy
4 [35] 89.6% accuracy
5 [54] 87.70% accuracy
6 [46] 87.4% accuracy
7 [50] 86.5% accuracy
8 [26] 85.35% accuracy
9 [162] 81% F,
10 [124] 79% accuracy & 86% F,
11 [61] 76.6% accuracy
12 [69] 76.37% accuracy
13 [48] 75% precision
14 [98] 79% precision
15 Pang et al. [33] [109] Approx. 90% accuracy
16 [165] 88.5% accuracy
17 [172] 87% accuracy
18 [33] 82.9% accuracy
19 [156] 78.08% accuracy
20 [180] 75% accuracy
21 [48] 60% precision
22 [195] 86.04%
23 Blitzer et al. [149] [45] 84.15% accuracy
24 [99] 80.9% (Avg.) accuracy
25 [54] 85.15% (Avg.) Max. 88.65%
accuracy on Kitchen reviews
28 [165] 88.7% accuracy
29 [61] 71.92% accuracy

105



Sentiment Classification Accuracy

S# Dataset Articles Obtained result
1 Pang and Lee [167] [156] 92.70% accuracy
2 [112] 90.45% F,

3 B. Pang, L. Lee, A [169] 90.2‘:/) accuracy
4 sentiment education: [35] 89.6% accuracy
35 sentiment analysis using ~ [54] 87.70% accuracy
6 subjectivity [46] 87.4% accuracy
7 summarization based on [50] 86.5% accuracy
8 minimum cuts, in: [26] 85.35% accuracy
O e ¢ T2 mxF

10 Association for [124] 79% ;accuracy & 86% F;

11 Computational [61] 76.6% accuracy

12 Linguistics, July 2004, p. (69 76.37% accuracy

13 271 [48] 75% precision

14 [98] 79% precision
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Sentiment Classification Accuracy

S# Dataset Articles Obtained result
15 Pang et al. [33] (109] Approx. 90% accuracy
16 (165] 88.5% accuracy
17 B. Pang, L. Lee, S. (172] 87% accuracy
18 Vel EMENEN, lnlines LISt gky 82.9% accuracy
Sentiment classification . : o
19 using machine learning ;]56; 78.08% accuracy
20 techniques, Proceedings of [ 180 75% accuracy
21 the ACL-02 Conference on  [48] 60% precision
22 Empirical Methods in 195] 86.04%

Natural Language
Processing, vol. 10,
Association for

Computational Linguistics,
2002, pp. 79-86.
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Sentiment Classification Accuracy

S# Dataset Articles Obtained result
23 Blitzer et al. [149] [45] 84.15% accuracy
24 [99] 80.9% (Avg.) accuracy
25 J. Blitzer, M. Dredze, F. [54] 85.15% (Avg.) Max. 88.65%
Pereira, Biographies, accuracy on Kitchen reviews
28 bollywood, boom-boxes (165] 88.7% accuracy

29 and blenders: domain
adaptation for sentiment
classification, in:
Proceedings of the 45th
Annual Meeting of the
Association for
Computational Linguistics,
ACL07, vol. 7, 2007, pp.
187-205 (13, 29).

[61] 71.92% accuracy
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Techniques for Sentiment Analysis

Applied techniques #Articles
SVM 55

Dictionary based approaches (DBA) 41

NB

NN

DT

Maximum entropy
Logistic regression
Linear regression
Ontology

LDA

Random forest
SVR

CRF and rCRP
Boosting
SVM-SMO

Fuzzy logic

Rule miner

EM

K-medoids

RBF NN

[
oo

uuuhunhmmhmmmmmm:
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Sentiment Analysis Articles

in Journals (2002-2014)

W
S

Name of journals

#Articles

o
©C Lo~ U bWk =

11
12
13
14
15

Expert Systems with Applications

Decision Support Systems

Knowledge-based Systems

[EEE Intelligent Systems

IEEE Transactions on Knowledge and Data Engineering
IEEE Transactions on Affective Computing
Information Sciences

Information Processing and Management
Computer Speech and Language
Communications of the ACM

Journal of Computer Science and Technology
Journal of Informetrics

Information Retrieval

Computer Speech and Language

Inf. Retrieval

33
28
17
12

@)}

= NN NN W W W

110



Publicly Available Datasets
for Sentiment Analysis

S#  Data set Type Lang Web resource Details
1 Stanford large movie data  Movie Reviews English http:f fai.stanford. eduf ~amaas [data/sentiment| Movie Reviews
set
2 COAE2008 Product Reviews Chinese http:| fir-china orgen/coae2008 html 2739 documents for movie, education, finance, economics, house, computer,
mobile phones, etc, 1525 +ve, 1214 —ve
3  Boacar Car Reviews Chinese http:| fwww.riche. com cn/boacar| 11 type of car TradeMarks and total review 1000 words, having 578 POS, 428 —ve
reviews
4 [187] Reviews, forums English http:/ fsifakacs.vivcedu/~wang296 [Dataf Accessed: 27 August, 2014
5 [188] Reviews English http:f fuilab kaist.ac. krfresearch/ WSDM 11 Aspect oriented dataset. Accessed: 18 December, 2014
6 Movie-v20 Movie Reviews English http:f farww.cs.cor nelledu/ people] pa bof movie-review-data/ Data size: 2000 Positive: 1000 Negative: 1000
7 Multi-domain Multi-domain English http:/ fawww.cs jhu eduf~mdrezefdatasets/sentiment
8 SkyDrive de Hermit Dave  Spanish Word Lists Spanish https: [ skydrivelive.com/ ?cid=3732e80b1 28401 6f&id=
3732EB0B12BDO16FE213584
9 TripAdvisor Reviews Spanish http:f felic.ub.edufcorpus/es fnode/ 106 18,000 customer reviews on hotels and restaurants from Hopinion
10 [38] Multi-Domain English www2.cs, uicedu/ ~liubf FBS/ sentiment-analy sis. html 6800 opinion words on 10 different products
11 TBOD [144] Reviews English Product Review on Cars, Headphones, Hotels
12 [68] Product Reviews English http:f fwrww lsius.es|_fermin/index. php/Datasets Product Reviews from Epinion.com on headphones 587 reviews, hotels 988 reviews
and cars 972 reviews
13 [148] Movie Reviews Turkish http:f frww wintue nl[~mpechenfprojects/smm/#Datasets 5331 positive and 5331 negative reviews on movie
14 [148] Product Reviews Turkish http:| fwrww wintue nl[~mpechen/projects/smm/#Datasets 700 +ve B700 —ve reviews on books, DVD, electronics, kitchen appliances
15 ISEAR English sentences English www affective-sciences org/ system/ files| page/ 2636/ ISEAR zip The dataset contains 7666 such statements, which include 18,146 sentences,
449,060 running words.
16 [149] Product Reviews English http:| fwww.cs jhuedu/~mdredze/datasets/sentiment| Amazon reviews on 4 domain (books, DVDs, electronics, kitchen appliances)
17 DUC data, NIST Texts English http:| frww-nlpir. nist gov [projects/duc/data html, http:/fwww.  Text summarization data
nist gov|tac/data/index html
18 [70] Restaurant and Hotel  English http:| fuilab kaist.ac kr/research/WSDM 11 Restaurant and Hotel Reviews from Amazon and Yelp
Reviews
19 [114] Restaurant Reviews  Cantonese http:/ fwww.openrice cm Reviews on restaurant
20 [125] Biographical Artides Dutch http:f fwww iisg nlfbwsa 574 Biographical articles
21 Spinn3r dataset Multi-Domain English http:/ fwww.icwsm.org/2011 [data php
2 [86] Ironic Dataset English http:f fusers dsic, upv.es/ grupos/nlef 3163 ironic reviews on five products
23 HASH [179] Tweets English http:f [demeterinfed.ac.uk 31,861 Pos tweets, 64,850 Neg tweets, 125859 Neu tweets
24 EMOT [179] Tweets and English http:| frwittersentiment. appspot.com 230,811 Pos & 150,570 Neg tweets
Emoticons
25 ISIEVE[179] Tweets English WWwWLi-sieve com 1520 Pos tweets, 200 Neg tweets, 2295 Neu tweets
26 [177] Tweets English e-mail: apoorv@cs columbiaedu 11,875 tweets
27 [52] Opinions English http:| [patientopinionorg uk 2000 patient opinions
28 [96] Tweets English http:/ fgoo.gl/UQwdx 667 tweets
2 [39] Movie Reviews English http:f fai.stanford. eduf ~amaas [data/sentiment| 50,000 movie reviews
30 [164] Tweets English http:| fes stanford. edu/ people falecmgo ftrainin gandtestdata zip
31 [210] Spam Reviews English http:{ fmyleott com fop_spam 400 deceptive and 400 truthful reviews in positive and negative category. Last
Accessed by: 12 April, 2015
2 [230] Sarcasm and nasty English https: [[nlds. soe.ucscedufiac 1000 discussions, ~390,000 posts, and some ~.73,000,000 words
reviews
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Sentiment Analysis Datasets

Product Reviews (PR)
Movie Reviews (MR)
Restaurant Reviews (RR)
Micro-blog (MB)

Global domain (G)
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Sentiment Analysis Dictionary

SenticNet (SN)

WordNet (WN)

ConceptNet (CN)
WordNet-Affect (WNA)

Bing Liu Opinion Lexicon (OL)
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Summary of reviewed articles

Ref. Concepts and techniques utilized P L Type of data Dictionary

[8] Page rank, Gradient descent, Linear regression 2 E PR

[11]  Link mining, Collective classification NA E MB

[12]  AdaBoost.HM 2 E G Gl

[13] DBA 5 E News Comments New Lexicon

[18] DBA, SOFNN, Linear regression 2,7 E MB, DJIA data OF, GPOMS

[21] Regression, Random walk, SVM 42 E ANEW, CN

[22]  Cohen's K coefficient 6,2 1 MB SN

[23]  Fuzzy clustering, PMI, DBA 6,2 E G WNA, SN, WN.

[24] DBA NA D G Dutch WN

[25]  Association Miner CBA, DBA 2 E PR WN

[26] SVM 2 E PR

[27]  Markov-Chain Monte Carlo (MCMC) NA E Online discussion

[29]  SVM with Gaussian Kernel 3,2 MPQA

[30] Ontology, K-means 2 E ReiAction [122],* Family
Relation”

[32] PMI-IR 2 E Multi-domain

[33]  NB, SVM, ME 2 E MR

[35] Ontology, DBA 2 E MR SWN

[36]  New Algorithm, DBA 2 E MR, Book, Mobile 11 dictionaries

[37] CRF NA PR

[40]  Multinomial inverse regression 3 E MB

[41]  FFCA, Lattice 2 E PR

[43]  Analytic hierarchy process NA C MB

[44]  Fisher's discriminant ratio, SVM 2 C PR

[45]  Semantic orientation, SVM 3,2 E PR SWN

[46]  MNB, ME, SVM 3,2 ED,F Forum, Blog, PR

[47] DBA 2 D, E News

[48]  Semantic orientation and BackProp 2 E Blogs, PR

[49]  Probabilistic Matrix Factorization NA C MB

[50]  NB, SVM, NN 2 E PR

[51]  SVM, NN NA C MB

[52] DNN, CNN, K-medoids, KNN NA E G N, WNA, AffectiveSpace

[53]  SVM, NN, MLP, DT, GA, Stepwise LR, RBC 2 E News

[54]  NB, ME, SVM 2 E PR

[55] DBA 52 E MB

[56] NB, EM NA E PR WN

[57] SVM, NN 52 E MB
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Summary of reviewed articles

Ref. Concepts and techniques utilized P L Type of data Dictionary
[58] SVM NA E Suicide Notes WN, SWN.
[59] EM NA ES PR fullStrengthLexicon®
[60] ME NA E MB
[61]  Bayesian Model, LDA 2 E PRMPQA, Appraisal Lexicons®
[62] Fuzzy Set, Ontology 2 C PR
[63]  ME, Bootstrapping, IG 32 C PR Hownet, NEUCSP*®
[64] DBA NA E e-mail, book Roget Thesaurus’
[66]  NB, ME, DT, KNN, SVM NA CE PR, Forums
[67] SVM, DBA 2 E PR Gl
[68] DBA, Random walk algorithm 2 E PR
[69] DBA 2 E PR
[70]  Linear Regression NA C PR, social network
[73]  BayesNet, J48, Jrip, SVM, NB, ZeroR, Random 52 E News, Magazine
[74]  Semantic relationships 2 E SWN, Gl
[75]  Multilingual bootstrapping and cross-lingual bootstrapping, linear regression, NA ER WN
IG
[76]  Bootstrapping, DT, MLP, PCA, SLR, SMO-SVM 2 E Phone Reviews WN
[77] LR, SVM, RF 2 B e-mails
[78] Discretionary accrual model NA E Book Reviews
[80]  Bayes-Nash equilibria NA E MB
[81] RF NA E PR
[85] DBA 3,2 E MB SWN
[86]  Semantic, NB, SVM, DT NA PR WN, MSOL, WNA
[88]  SVM, LR, CRF NA E PR
[90]  SVM, NB NA E MB
[91]  K-means, SVM NA C Forums
[92] HMM-LDA NA E PR
[93]  Two level CRF NA E PR
[94] Corpus based approach, SVM, NB, C4.5, BER 52 ES PR SWN, Tree Tagger
[95] SVM NA E WNA, LIWC, VerbOcean,
N
[96] DBA, Ontology 2 E MB
[97]  SMO-SVM, DBA 2 E MR SWN, WN
[98]  NB and Ontology 2 E PR, MR WN
[99]  Cosine similarity, L1 regularized logistic regression 2 E PR WN and SWN
[100] Association miner CBA NA C PR
[101] NN, C4.5, CART, SVM, NB 2 E MB
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Summary of reviewed articles

Ref.  Concepts and techniques utilized P L Type of data Dictionary
[102] SVM 2 C HR, PR TU lexicon®
[107] LDA, DBA 2 E RR, HR MPQA, SWN
[108] SVM 2 A Dialects, MB, Wiki Talks,
Forums
[109] Rule-based multivariate features, SVM 2 E MR, PR, Automobile
[110] DBA 2 5 MR BLEL, WN
[111] NB, SVM 2 E RR SWN
[112] DBA, RBC, SVM 2 E MR, Product, MySpace texts WN, GI
[114] IG, DBA 2 CcT RR
[115] SVM, Statistical approach 2 E C HR, Mobile
[116] DBA, SVM, NB, LR, |48, Jrip, AdaBoost, Decision Table, MLP, NB. 2 E MySpace SentiStrength
[117] DBA 2 E MB SWN
[118] SMO-SVM, LR, AdaBoost, SVR, DT, NB, J48, Jrip 2 E Social Media SentiStrength
[121] Adaptive-NB NA C PR
[123] SWVR 6,2 C Sina-Wiebo
[124] NB 2 E Social & Mass media
[125] Lexical features, NB, Linear SVM, Jrip, KNN 2 D Biographies Brouwers thesaurus
[126] DBA 2 E MB oL
[127] DBA 52 E G SentiStrength
[130] SVR, RBF NA
[131] SVM, NB 3 E MB, PR
[132] New Algorithm NA PR
[148] SVM, NB, ME 2 ET
[154] New algorithm, Lexical features 3 E PR
[155] SP-LSA, AR, EM, &SVR 2 E MR 2030 appraisal words
[156] Tabu search, MB, NB, SVM, ME 2 E MR and News
[157] PSO and SVM 2 E MB
[158] DBA 3,2 E Mobile Reviews Moreo et al. [13]
[160] EWGA, SVM, Bootstrapping 2 E, A Forums
[162] Class sequential rules 3 E MR SWN
[163] DBA, SVM, NB, Logistic, NN 2 E MB 10 dictionaries
[165] Semantic, Gl, Chi-square, SVM 2 E MR and PR
[166] Semantic 2 C HR
[167] NB, SVM, Min.-cut in the graph 2 E MR
[168] Linear classifiers, Clique, MIRA classifier 2 E PR
[169] DBA, SVM, and SMO-SVM 2 E MR WN
[170] DBA 3 | MR and PR Yi et al. [7] lexicon
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Summary of reviewed articles

Ref. Concepts and techniques utilized P L Type of data Dictionary
[171] DBA 2 E Web pages, News

[172] SVM, Osgoodian values, PMI 2 E MR WN

[173] Transfer-based machine translation 2 ] Camera Review

[174] ME 2 E MR

[175] DBA, Sigmoid scoring 2 C Blogs Hownet

[176] SVM, PMI 2 E MB Gl

[177] Convolution kernels [152], SVM, DBA 23 E MB WN, DAL [151]
[178] Statistical method of OASYS [8] C E News articles OASYS

[179] Boosting, SVM 3 E MB MPQA, NetLingo
[180] Bipartite graph, Regularization operator 2 E Blogs

[182] LDA, Ontology, MCMC 2 E Multi-domain OF

[183] SVM, TF-IDF 2 E News headlines, Forex Rate SWN

[184] Vector space model 3 E News articles Harvard IV

[185] Modified LDA 5 E PR

[186] Recursive Chinese Restaurant Process 2 E PR

[189] LDA incorporated with domain knowledge NA E Camera and HR

[190] CRF, syntactic and semantic features 2 E PR, Facebook text

[191] LDA, Appraisal expression pattern NA E HR, RR, PR

[192] PMI, TF-IDF 2 E PR Gl

[193] TF-IDF, Domain relevance 2 C HR, Cellphone

[194] Ontwlogy 2 E Automobile, PR, SW SWN, GI, OL
[195] Ontology 2 E MR WN

[196] Ontology, Maximum-Likelihood 2 E MR Gl

[197] PCA, SVM, LR, Bayesian Boosting, Bagged SVM 2 E PR

[200] SVM 2 E PR

[202] DBA, Graphical Techniques 2 E G (N, DBPedia, WN
[203] DBA 2 E MB CN, WN, |MDict, Verbosity
[205] Graphical techniques 2 GE MB SWN, SN 3

[206] DBA 8 E Google n-grams SN 3, WNANRC, SAT
[207] Ontology, DBA 4 E PR, MR N

[209] SVM, NB, |48 3 5 Facebook text Spanish LIWC
[210] SVM, RF 3 S Apontador

[211] DBA 2 S MB SN 3, WeFeelFine
[212] NB, SVM, DBA 2 E PR LwcC

[213] Ontwlogy, DBA, ELM 2 E G AffectiveSpace
[214] Ontology, DBA, SVM, FCM 2 E G SN 3, WNA, AffectiveSpace
[216] DBA, Ontology 2 E PR, MR WN, CN

[217] Rule base classifier, NB 2 E Dialogue SN 3

117



Summary of reviewed articles

Ref. Concepts and techniques utilized P L Type of data Dictionary
[218] Bootstrapping, PMI, DBA NA E PR

[220] DBA, Binomial LR NA E PR LwcC
[221] Product, Review & Reviewer Information NA E PR

[222] Linear Regression 2 E PR

[223] Linear Regression NA E PR

[224] Linear Regression NA E PR

[225] SVM NA E PR

[226] MLP NA E PR

[227] REM, SVR NA E PR

[228] RF, NB, SVM NA E PR

[229] DBA 2 E PR

[231] Linear Regression NA E PR

[232] PU-learning NA E PR

[240] LDA, SVM, PMI NA C PR

[241] PageRank algorithm, DBA NA C PR

[243] PMI-IR, RCut, Apriori Algo. NA C PR
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Social Media
Monitoring /Analysis



Existing Tools
(“Social Media Monitoring/Analysis")

Radian 6
Social Mention
Overtone OpenMic

Microsoft Dynamics Social Networking
Accelerator

SAS Social Media Analytics
Lithium Social Media Monitoring
RightNow Cloud Monitor
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Word-of-mouth
Voice of the Customer
* 1. Attensity

— Track social sentiment across brands and
competitors

— http://www.attensity.com/home/

e 2. Clarabridge

— Sentiment and Text Analytics Software
— http://www.clarabridge.com/
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Attensity: Track social sentiment across brands and competitors
http://www.attensity.com/

o | B |

[!] Attensity Home Page | At

C A [0 wwwattensity.com/home/ Yemma E

HTTEnIITv Select your language | English N Contact Resources Support Blog Q

Products Solutions Services Customers Partners

— Your real-time
Social Analytics Wlndow intO the

Social Response so c i a I We b @

Customer Analytics “Teaming with a leading analytics provider like

Attensity offers Yahoo! a great opportunity to ke
deliver the key news and analysis that matter.” o |
L
Industry Solutions - Yahoo! L E=
2
Why Attensity : n
L
ore P
— o
About Attensity Watch Video
Attensity is the leading provider Command Center Video

‘ Attensity for Marketing ‘ of social analytics and

) ) engagement solutions
Mectlveness of your social Success Story u
tegIES: JetBlue Airways S o

: Listen. e
www.attensity.com/home/#fragment-1 jence. J NOWNI OAD NOW A ]

" e o

m

http://www.youtube.com/watch?v=4goxmBEg2|w#!
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Clarabridge: Sentiment and Text Analytics Software
http://www.clarabridge.com/

] ==
/| as Sentiment and Text Anal \
€ > C M [ www.clarabridge.com w7 & Kl ! 2 B =

-~

Home  About Us News & Events  Blog  Login  Contact Us T

clarabridge >

WHY TEXT ANALYTICS PRODUCT SERVICES CUSTOMERS PARTNERS RESOURCES ABOUT US

The First Sentiment and Text Analytics Solution Built
Specifically for Business.

< The Clarabridge sentiment and text analytics software provides enterprises with a
universal view of their customers.

Lean more about how Clarabridge works >

..............

Clarabridge Text Analytics Choose Your Edition

Clarabridge for Enterprises .
_ Ideal for companies seeking an enterprise class Hypatia Research Group
= — text analvtics solution. presents on Social

http://www.youtube.com/watch?v=IDHudt8M9P0 123




http://www.radian6.com/

. C=ren
/ £» Social Media Monitoring \_}
& C M © www.radian6.com wa B @ [

Countn 4 18886723426 AboutRadian6 Contact CUSTOMER LOGIN GO B

HowWe Help B8 What We Sell B3 SeeDemo B3 Free Resources B3 Training & Support E3

m

The Social Enterprise.

essgEn
Get closer to your customer. - Chat & find
B Lo e B Contact You e
: | [ I : P
4 g :
Live Demo 4
b _ L | —

Sales The social web is a goldmine Marketing Brands are now the sum Customer Service Take your Newsletter Sign up and
of untapped sales opportunities. of the conversations about them. customer service where your get the regular Radian6 Tube
Let us help you realize your potential. Learn We can help you hear what's being said. consumers are gathering. goods. e
more > Learn more > Respond to issues voiced on the social web. Enter email addres @ 8
Learn more >
e
w

Mashable named Radian6’s Co-founder Chris Ramsey one of five masterminds redefining social media

JUST ot the Skinn - -

http://www.youtube.com/watch?feature=player embedded&v=8i6Exg3Urg0
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http://www.sas.com/software/customer-intelligence/social-media-analytics/

T — e

/ G Social Media Monitoring \D
€« C A  © www.sas.com/software/customer-intelligence/social-media-analytics/ wa@Manm Q

Log In Worldwide Sites¥ | ContactUs | S8 f[& Follow Us
( N THE
SaS POWER NEWS EVENTS CONSULTING CAREERS RESOURCE CENTER
\ > . | TOKNOW.
Providing software solutions since 1976 [ | SEARCH

Home Products & Solutions Customer Success Partners Company Support & Training

PRODUCTS & SOLUTIONS / SOCIAL MEDIA ANALYTICS

Products and Solutions . SAS® Social Media Analytics

: . . X Questions?
© Industries Integrate, archive, analyze and act on online conversations
© Small and Midsize Business Phon
[ Overview n' Benefits T Features T Demos & Screenshots T System Requirements ] = 2
© Nonprofit Organizations L
° Analytics :
° Business Analytics SAS Social Media Analytics is an enterprise-hosted, on- ’
- " i demand solution that integrates, archives, analyzes and €€ Th i i it'
© Business Intelligence N N ) . : e gl'eat th[ng about SAS is that it's .
Cust it ".g enables organizations to act on intelligence gleaned from | so powerful and has such a broad White Paper
° ustomerintefigence i online conversations on professional and consumer- offering. b} ) Text Analvtics f
- Strategy & Planning ¢ generated media sites. It enables you to attribute online Sicial f:ggf: il
‘e Information & Analytics i conversations to specific parts of your business, allowing —Jonathan Prantner Tl
: . : : - : Manager of Statistics Evolving Tools for
ie Orchestration & Interaction :  accelerated responses to marketplace shifts. : W Organic an Evolving Environment
. R : : I
ie Customer Experience H . . . :
° . i Based on your unique business challenges and enterprise :
- Customer Experience Analytics : Y 9 » Read full sto . Download Now
o p - i goals, SAS can provide a tailored implementation that's 3/ :
- Social Media Analytics i hosted and managed by SAS Solutions OnDemand. Z
- Web Analytics : :
© Financial Intelligence Benefits Product Demo SAS® Social Media Analytics
* Foundation Tools = Analyze conversation data. s Overview
N - N : Verview
= Frau & Fnanclel Crimos i * Identify advocates of, and threats to, corporate
® Governance, Risk & Compliance reputation and brand. RESOURCES ...
° High-Performance Analytics . Quantify interaction among traditional media/campaigns » Fact Sheet (PDF)
° Human Capital Intelligence and social media activity. s Solution Brief (PDF)
© Information Management i = Establish a platform for social CRM strategy. 5 White Papers

81T 9 ClNCnahlamant

ST VP S o
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http://www.tweetfeel.com

Ell What do tweeple think at

&« C Nt O www.tweetfeel.com/i
FAQ | Contact Us

W | seach

Try some Twitter trends:

40 41

Those are all the results available right now. Try again or try another term to see how people feel towards it.
Got questions?

#9A8 RT @jigglinjello: This 12 year old has an wif

)

5‘; So my 9 year old little sister has a Wif bruh?!
<
N\

r“ 1 This 12 year old has an
e, "

P So my sister has a android and i dont even have a phone and she gets a brand new

Yg is funny ass a bitch

& -Ohwell .. a new won't hurt , aha

oFollva\u Broughttoyoudy 2%
Read our FAQ Legal Stuff 100% Guarantee & Share @ CONvVersition




eLand

http://www.eland.com.tw/

CCCCC

( elLAND - MREE ESREMEYE- FHRED BEER 0 Q

ST o HEEEREIE

€ OpViewit B O & &

127



OpView

http://www.opview.com.tw/

puiew OpView MR~ EXMEAE- FMEEEH HF8s FRINE. BEER 0 Q
Enecampa=p =5

o ﬁﬁkﬁ% ;

B - o9 RR CRE




http://www.i-buzz.com.tw/

Abouti-BUZZ | WREA /it

M I-BUZZ
: . RESEARCH am T E o}

m i-BuzzR# R B R

oo\’% i-Buzz
< VOCOMAHFE SEORERmE
=L@ = Shagiis AREEHRIE - W
RRSEB@EORENRE EEEFR SRS

BB E IR R e PF ISR R EER

FEMER ARG 7 KEARIFEATEIR TS 2 W RE ~ BIF8C R T A
> B B et A A A TR > AN T E LA T » A PRAEN
HRITREE A ABAL TR > BRI OB R .
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Resources of
Opinion Mining



Datasets of Opinion Mining

Blog06
— 25GB TREC test collection

— http://ir.dcs.gla.ac.uk/test collections/access to data.html

Cornell movie-review datasets

— http://www.cs.cornell.edu/people/pabo/movie-review-data/

Customer review datasets
— http://www.cs.uic.edu/~liub/FBS/CustomerReviewData.zip

Multiple-aspect restaurant reviews
— http://people.csail.mit.edu/bsnyder/naacl07

NTCIR multilingual corpus
— NTCIR Multilingual Opinion-Analysis Task (MOAT)
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Lexical Resources of Opinion Mining

* SentiWordnet
— http://sentiwordnet.isti.cnr.it/

* General Inquirer

— http://www.wjh.harvard.edu/~inquirer/

* OpinionFinder’s Subjectivity Lexicon
— http://www.cs.pitt.edu/mpga/
 NTU Sentiment Dictionary (NTUSD)
— http://nlgl8.csie.ntu.edu.tw:8080/opinion/
* Hownet Sentiment
http://www.keenage.com/html/c_bulletin_2007.htm
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Sentiment Analysis Resources

* Roget's Thesaurus:
— http://thesaurus.com/Roget-alpha-index.html

e Suggested Upper Merged Ontology (SUMO)
— http://www.adampease.org/OP/index.html
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NLP Toolkits

Toolkit

Pyth on http://www.nltk.org/

JAVA https://opennlp.apache.org
OpenNLP

JAVA http://stanfordnlp.github.io/CoreNLP/
CoreNLP

Pyth on http://radimrehurek.com/gensim/

JAVA https://code.google.com/archive/p/fudannl

p/

FudanNLP
T

C++/ Pyt h on http://www.ltp-cloud.com/intro/en/

F
v

http://www.niuparser.com/index.en.html

C++

Source: Sun, Shiliang, Chen Luo, and Junyu Chen. "A review of natural language processing techniques for opinion mining systems."
Information Fusion 36 (2017): 10-25. 134



Annotated corpora for opinion mining

Corpora

English
MPQA opinion
corpora
Movie review polarity [k
dataset
Movie review English
subjectivity dataset

English

Multi-domain
sentiment dataset

This corpus contains news articles manually
annotated using an annotation scheme for opinions.
Several versions annotated in different levels are
provided.

http://mpga.cs.pitt.edu/corpora/mpga_corpus/

The latest version of this dataset contains 1000

positive and 1000 negative processed reviews.
http://www.cs.cornell.edu/people/pabo/movie-review-
data/review polarity.tar.gz

This dataset includes 5000 subjective and 5000

objective processed sentences.
http://www.cs.cornell.edu/people/pabo/movie-review-
data/rotten imdb.tar.gz

The dataset is constructed by Amazon product
reviews for books, DVDs, electronics and kitchen
appliances. Two kinds of datasets are available, one
with the number of stars, the other with positive or

negative labels.
https://www.cs.jhu.edu/~mdredze/datasets/sentiment/

Source: Sun, Shiliang, Chen Luo, and Junyu Chen. "A review of natural language processing techniques for opinion mining systems."
Information Fusion 36 (2017): 10-25.
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Sentiment lexicons for opinion mining

Engl iSh The latest version of this lexicon includes 4,783 negative
words and 2,006 positive ones.
http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html

English This lexicon includes 8,222 words with their subjectivities

. e o . strong or weak), POS tags and polarities.

M PQA Su bJECthtV LEX'CO“ E\ttp://gmpqa.cs.ioitt.edu/?exiconi/subj lexicon/

English SentiWordNet associates words to numerical scores
ranging in [0.0, 1.0] which indicate the positivity,
negativity and neutrality. For each word, the three scores
sum up to 1.0.
http://sentiwordnet.isti.cnr.it/

English Harvard General Inquirer contains 182 categories
including positive and negative indicators. 1915 positive
words and 2291 negative words are marked.
http://www.wjh.harvard.edu/~inquirer/

English Linguistic Inquiry and Word Counts (LIWC) provides a lot
of categorized regular expressions including some
sentiment related categories such as “Negate” and
“Anger”.
http://liwc.wpengine.com

Chinese & HowNet provides a Chinese/English vocabulary for
sentiment analysis, including 8942 Chinese entries and

Bing Liu’s Opinion Lexicon

Harvard General Inquirer

EﬂglISh 8945 English entries.
http://www.keenage.com/html/e index.html
Chinese NTU Sentiment Dictionary provides 2812 positive words
and 8276 negative words in both simplified and traditional
Chinese.

w of natural language plitteif/academiasinicaniplab-github;io/stems.”
Information Fusion 36 (2017): 10-25. 136



Example of SentiWordNet

POS ID PosScore NegScore SynsetTerms Gloss

00217728 0.75 0 beautiful#l delighting the senses or
exciting intellectual or emotional admiration; "a beautiful child";
"beautiful country"”; "a beautiful painting"; "a beautiful theory";
beautiful party”

00227507 0.75 0 best#1 (superlative of ‘good') having the
most positive qualities; "the best film of the year"; "the best solution”;
"the best time for planting”; "wore his best suit”

00042614 0 0.625  unhappily#2 sadly#1 in an
unfortunate way; "sadly he died before he could see his grandchild”
00093270 0 0.875  woefully#1 sadly#3 lamentably#1

deplorably#1 in an unfortunate or deplorable manner; "he was sadly
neglected"; "it was woefully inadequate”

00404501 0 0.25 sadly#2 with sadness; in a sad manner;
""She died last night,' he said sadly"
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Opinion Spam
Detection



Opinion Spam Detection

* Opinion Spam Detection: Detecting Fake
Reviews and Reviewers
— Spam Review
— Fake Review
— Bogus Review
— Deceptive review
— Opinion Spammer
— Review Spammer
— Fake Reviewer
— Shill (Stooge or Plant)

http://www.cs.uic.edu/~liub/FBS/fake-reviews.html 144




Opinion Spamming
* Opinion Spamming
— "illegal" activities
e e.g., writing fake reviews, also called shilling

— try to mislead readers or automated opinion mining
and sentiment analysis systems by giving
undeserving positive opinions to some target entities
in order to promote the entities and/or by giving
false negative opinions to some other entities in
order to damage their reputations.

http://www.cs.uic.edu/~liub/FBS/fake-reviews.html 145




Forms of Opinion spam

fake reviews (also called bogus reviews)
fake comments
fake blogs

fake social network postings
deceptions
deceptive messages

http://www.cs.uic.edu/~liub/FBS/fake-reviews.html
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Fake Review Detection
e Methods

— supervised learning
— pattern discovery
— graph-based methods
— relational modeling
* Signhals
— Review content
— Reviewer abnormal behaviors
— Product related features

— Relationships

http://www.cs.uic.edu/~liub/FBS/fake-reviews.html 147




Professional Fake Review Writing Services
(some Reputation Management companies)

Post positive reviews
Sponsored reviews
Pay per post

Need someone to write positive reviews about our
company (budget: $250-S750 USD)

Fake review writer

Product review writer for hire

Hire a content writer

Fake Amazon book reviews (hiring book reviewers)
People are just having fun (not serious)

http://www.cs.uic.edu/~liub/FBS/fake-reviews.html 148
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Members Login

SponsoredReviews.com sales Toll-Free (877) 360-3683

Bloggers Earn Cash, Advertisers Build Buzz!
[ ame_ ot s

SponsoredReviews connects bloggers with SEO's, Marketers, and
Advertisers looking to build Links, Traffic and Buzz.

m

Direct Traffic. |Buzz & Branding. | Search Engine Rankings. | Valuable Feedback.

Millions of people The more bloggers talk Every post has links back to your Getting Reviewed by

read blogs every about your site the site. Getting links from quality blogs bloggers will provide you
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/ [ PayPerPost : Blog Marke x \ T

C fn https://payperpost.com

advertisers

Hire bloggers to blog about your
company, service or website.
PayPerPost gives you access
to a diverse pool of bloggers
from all over the world. Make
offers, negotiate deals and
approve posts.

 signup now

| ; ijer_r\/\/‘j

bloggers

Make money blogging!
PayPerPost lets you pick your
advertisers, name your own
price and negotiate your own
deals. You can get paid to blog
on virtually any subject. Sign up
below!

- signup now -

| advertisers | bloggers | ethics | about

see how it works

>

click here and watch the video
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produc't awareness
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Post Project

Find Freelancers

Browse Projects

Post Contest

Need someone to write and post positive

reviews
FlLke 0

Bids

10

Avg Bid (USD)

N/A

Project Description:

FiSend wTweet 0 R+)<0

Project Budget (USD)

$250 - $750

We need someone to write and post positive reviews about our company on websites. Please
send an example of a review you would post for any company. We can also send examples of
comments our customers have sent us to use and refer too as well

Follow

This is a long term project, so if it works out there will be a healthy amount of work. Please reply
back with all your experience and how much you would charge per post.

thank you.

Skills required:
Publicacion en foros, Opiniones

Search for Freelancers, Projects... Q
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Source:http://www.freelancer.com/projects/Forum-Posting-Reviews/Need-someone-write-post-positive.html




Papers on Opinion Spam Detection

Jing Wang, Clement. T. Yu, Philip S. Yu, Bing Liu, Weiyi Meng. “Diversionary comments under blog posts."
Accepted. ACM Transactions on the Web (TWEB), 2015.

Huayi Li, Zhiyuan Chen, Arjun Mukherjee, Bing Liu and Jidong Shao. "Analyzing and Detecting Opinion Spam
on a Large-scale Dataset via Temporal and Spatial Patterns." Short paper at ICWSM-2015, 2015.

Huayi Li, Arjun Mukherjee, Bing Liu, Rachel Kornfieldz and Sherry Emery. Detecting Campaign Promoters on
Twitter using Markov Random Fields. to appear in Proceedings of IEEE International Conference on Data
Mining (ICDM-2014), December 14-17, 2014.

Huayi Li, Zhiyuan Chen, Bing Liu, Xiaokai Wei and Jidong Shao. Spotting Fake Reviews via Collective Positive-
Unlabeled Learning. to appear in Proceedings of IEEE International Conference on Data Mining (ICDM-2014,
short paper), December 14-17, 2014.

Tieyun Qian, Bing Liu. Identifying Multiple Userids of the Same Author. To appear in Proceedings of
Conference on Empirical Methods in Natural Language Processing (EMNLP-2013), October 18-21, 2013,
Seattle, USA.

Arjun Mukherjee, Abhinav Kumar, Bing Liu, Junhui Wang, Meichun Hsu, Malu Castellanos, and Riddhiman
Ghosh. Spotting Opinion Spammers using Behavioral Footprints. To appear in Proceedings of SIGKDD
International Conference on Knowledge Discovery and Data Mining (KDD-2013), August 11-14 2013 in
Chicago, USA.

Arjun Mukherjee, Vivek Venkataraman, Bing Liu, and Natalie Glance. What Yelp Fake Review Filter Might Be
Doing. Proceedings of The International AAAI Conference on Weblogs and Social Media (ICWSM-2013), July
8-10, 2013, Boston, USA.

Geli Fei, Arjun Mukherjee, Bing Liu, Meichun Hsu, Malu Castellanos, and Riddhiman Ghosh. Exploiting
Burstiness in Reviews for Review Spammer Detection. Proceedings of The International AAAI Conference on
Weblogs and Social Media (ICWSM-2013), July 8-10, 2013, Boston, USA.
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Papers on Opinion Spam Detection

Arjun Mukherjee, Bing Liu, and Natalie Glance. Spotting Fake Reviewer Groups in Consumer Reviews.
International World Wide Web Conference (WWW-2012), Lyon, France, April 16-20, 2012.

Guan Wang, Sihong Xie, Bing Liu, Philip S. Yu. Identify Online Store Review Spammers via Social Review
Graph. ACM Transactions on Intelligent Systems and Technology, accepted for publication, 2011.

Guan Wang, Sihong Xie, Bing Liu, Philip S. Yu. Review Graph based Online Store Review Spammer
Detection. ICDM-2011, 2011.

Arjun Mukherjee, Bing Liu, Junhui Wang, Natalie Glance, Nitin Jindal. Detecting Group Review Spam.
WWW-2011 poster paper, 2011.

Nitin Jindal, Bing Liu and Ee-Peng Lim. "Finding Unusual Review Patterns Using Unexpected Rules"
Proceedings of the 19th ACM International Conference on Information and Knowledge Management
(CIKM-2010, short paper), Toronto, Canada, Oct 26 - 30, 2010.

Ee-Peng Lim, Viet-An Nguyen, Nitin Jindal, Bing Liu and Hady Lauw. "Detecting Product Review
Spammers using Rating Behaviors." Proceedings of the 19th ACM International Conference on
Information and Knowledge Management (CIKM-2010, full paper), Toronto, Canada, Oct 26 - 30, 2010.

Nitin Jindal and Bing Liu. "Opinion Spam and Analysis." Proceedings of First ACM International
Conference on Web Search and Data Mining (WSDM-2008), Feb 11-12, 2008, Stanford University,
Stanford, California, USA.

Nitin Jindal and Bing Liu. "Review Spam Detection." Proceedings of WWW-2007 (poster paper), May 8-
12, Banff, Canada.
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Natural
Language
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Text Mining

EDITORS | MICHAEL W. BERRY | JACOB KOGAN

Companion_Website

"

WWILEY

http://www.amazon.com/Text-Mining-Applications-Michael-Berry/dp/0470749822/ 157




Web Mining and
Social Networking

‘l Web Information Systems Engineering and Internet
|l Technologies Book Series

Guandong Xu
Yanchun Zhang
Lin Li

Web Mining and
Social Networking

Techniques and Applications

@ Springer

http://www.amazon.com/Web-Mining-Social-Networking-Applications/dp/1441977341 158




Mining the Social Web:
Analyzing Data from Facebook, Twitter,
LinkedIn, and Other Social Media Sites

Analyzing Data from Facebook, Twitter, Linkedin,
and Other Social Media Sites

Lol
,_-. v

"‘-'A

Mining the
Social Web

O'REILLY" Matthew A. Russell

http://www.amazon.com/Mining-Social-Web-Analyzing-Facebook/dp/1449388345 159




Web Data Mining:
Exploring Hyperlinks, Contents, and Usage Data

Bing Liu

| Web Data Mining

Exploring Hyperlinks,
Contents, and Usage Data

@ Springer

http://www.amazon.com/Web-Data-Mining-Data-Centric-Applications/dp/3540378812 160




Search Engines:
Information Retrieval in Practice

Search Engines
Information Retrieval
in Practice

B
W. BRUCE CROFT_
. _DONALD METZLER™
NOTREVOR STROHMAN

http://www.amazon.com/Search-Engines-Information-Retrieval-Practice/dp/0136072240
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Christopher D. Manning and Hinrich Schiitze (1999),
Foundations of

Statistical Natural Language Processing,
The MIT Press

FOUNDATIONS OF
STATISTICAL NATURAL LANGUAGE
PROCESSING

CHRISTOPHER D. MANNING AND
HINRICH SCHUTZE

http://www.amazon.com/Foundations-Statistical-Natural-Language-Processing/dp/0262133601 162




Steven Bird, Ewan Klein and Edward Loper (2009),

Natural Language Processing with Python,

O'Reilly Media

Analyzing Text wiNsslsNatawend Language Toolkit

Natural Language
Processing W1th
Python _ cs@l-==

O’REILLY" Steven Bird, Ewan Klein & Edward Loper

Copyrighted Material

http://www.amazon.com/Natural-Language-Processing-Python-Steven/dp/0596516495
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Natural Language Processing with Python
— Analyzing Text with the Natural Language Toolkit

€& > C [J www.nitk.org/book/ 2L

Natural Language Processing with Python

— Analyzing Text with the Natural Language Toolkit

Steven Bird, Ewan Klein, and Edward Loper

The NLTK book is currently being updated for Python 3 and NLTK 3. This is work in progress; chapters that still need to be updated are indicated. The first
edition of the book, published by O'Reilly, is available at hitp://nltk.org/book led/. A second edition of the book is anticipated in early 2016.

0. Preface

1. Language Processing and Python

2. Accessing Text Corpora and Lexical Resources

3. Processing Raw Text

4. Writing Structured Programs

5. Categorizing and Tagging Words (minor fixes still required)
6. Learning to Classify Text

7. Extracting Information from Text

8. Analyzing Sentence Structure

9. Building Feature Based Grammars

10. Analyzing the Meaning of Sentences (minor fixes still required)
11. Managing Linguistic Data (minor fixes still required)

12. Afterword: Facing the Language Challenge

Bibliography
Term Index

This book is made available under the terms of the Creative Commons Attribution Noncommercial No-Derivative-Works 3.0 US License.
Please post any questions about the materials to the nltk-users mailing list. Please report any errors on the issue tracker.

http://www.nltk.org/book/ 164




Nitin Hardeniya (2015),
NLTK Essentials, Packt Publishing

Nitin Hardeniya

http://www.amazon.com/NLTK-Essentials-Nitin-Hardeniya/dp/1784396907 165




Text Mining
(text data mining)

the process of
deriving
high-quality information
from text




Typical Text Mining Tasks

Text categorization

Text clustering

Concept/entity extraction
Production of granular taxonomies
Sentiment analysis

Document summarization

Entity relation modeling

— i.e., learning relations between named entities.

http://en.wikipedia.org/wiki/Text mining 167




Web Mining

* Web mining
— discover useful information or knowledge from

the Web hyperlink structure, page content, and
usage data.

* Three types of web mining tasks
— Web structure mining
— Web content mining

— Web usage mining

Source : Bing Liu (2009) Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data 168



Text Mining Concepts

85-90 percent of all corporate data is in some kind of
unstructured form (e.g., text)

Unstructured corporate data is doubling in size every
18 months

Tapping into these information sources is not an option,
but a need to stay competitive

Answer: text mining

— A semi-automated process of extracting knowledge from
unstructured data sources

— a.k.a. text data mining or knowledge discovery in textual
databases
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Data Mining versus Text Mining

Both seek for novel and useful patterns
Both are semi-automated processes
Difference is the nature of the data:

— Structured versus unstructured data
— Structured data: in databases

— Unstructured data: Word documents, PDF files, text
excerpts, XML files, and so on

Text mining — first, impose structure to the data,
then mine the structured data
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Text Mining Concepts

* Benefits of text mining are obvious especially in
text-rich data environments

— e.g., law (court orders), academic research (research
articles), finance (quarterly reports), medicine (discharge
summaries), biology (molecular interactions), technology
(patent files), marketing (customer comments), etc.

e Electronic communization records (e.g., Email)
— Spam filtering
— Email prioritization and categorization
— Automatic response generation

171



Text Mining Application Area

Information extraction
Topic tracking
Summarization
Categorization
Clustering

Concept linking
Question answering

172



Text Mining Terminology

Unstructured or semistructured data
Corpus (and corpora)

Terms

Concepts

Stemming

Stop words (and include words)
Synonyms (and polysemes)

Tokenizing
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Text Mining Terminology

Term dictionary

Word frequency

Part-of-speech tagging (POS)
Morphology

Term-by-document matrix (TDM)

— Occurrence matrix

Singular Value Decomposition (SVD)
— Latent Semantic Indexing (LSI)

174



Natural Language Processing (NLP)

e Structuring a collection of text

— Old approach: bag-of-words
— New approach: natural language processing

* NLPis...

— a very important concept in text mining

— a subfield of artificial intelligence and computational
linguistics

— the studies of "understanding" the natural human
language

* Syntax versus semantics based text mining

175



Natural Language Processing (NLP)

 Whatis “Understanding” ?
— Human understands, what about computers?
— Natural language is vague, context driven

— True understanding requires extensive knowledge of a
topic

— Can/will computers ever understand natural language
the same/accurate way we do?

176



Natural Language Processing (NLP)

e Challenges in NLP
— Part-of-speech tagging
— Text segmentation
— Word sense disambiguation
— Syntax ambiguity
— Imperfect or irregular input
— Speech acts

 Dream of Al community

— to have algorithms that are capable of automatically
reading and obtaining knowledge from text
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Natural Language Processing (NLP)

e WordNet

— A laboriously hand-coded database of English words,
their definitions, sets of synonyms, and various semantic
relations between synonym sets

— A major resource for NLP
— Need automation to be completed

* Sentiment Analysis

— A technique used to detect favorable and unfavorable
opinions toward specific products and services

— CRM application

178



NLP Task Categories

Information retrieval (IR)
Information extraction (IE)
Named-entity recognition (NER)
Question answering (QA)

Automatic summarization

Natural language generation and understanding (NLU)
Machine translation (ML)

Foreign language reading and writing
Speech recognition

Text proofing

Optical character recognition (OCR)

179
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http://nlp.stanford.edu/software/index.shtml

The Stanford Natural Language Processing Group

home - people - teaching - research - publications - software - events - local

The Stanford NLP Group makes parts of our Natural Language Processing software
available to everyone. These are statistical NLP toolkits for various major
computational linguistics problems. They can be incorporated into applications with
human language technology needs.

All the software we distribute here is written in Java. All recent distributions require
Oracle Java 6+ or OpenJDK 7+. Distribution packages include components for
command-line invocation, jar files, a Java API, and source code. A number of helpful
people have extended our work with bindings or translations for other languages. As a
result, much of this software can also easily be used from Python (or Jython), Ruby,
Perl, Javascript, and F# or other .NET languages.

Supported software distributions | Sta n fo rd N L P

This code is being developed, and we try to answer questions and fix bugs on a best
effort basis.

All these software distributions are open source, licensed under the GNU General S Oftwa re

Public License (v2 or later). Note that this is the full GPL, which allows many free
uses, but does not allow its incorporation into any type of distributed proprietary
software, even in part or in translation. Commercial licensing is also available;
please contact us if you are interested.

Stanford CoreNLP
An integrated suite of natural language processing tools for English and
(mainland) Chinese in Java, including tokenization, part-of-speech
tagging, named entity recognition, parsing, and coreference. See also:
Stanford Deterministic Coreference Resolution, and the online CoreNLP
demo, and the CoreNLP FAQ.

Stanford Parser
Implementations of probabilistic natural language parsers in Java: highly
optimized PCFG and dependency parsers, a lexicalized PCFG parser,
and a deep learning reranker. See also: Online parser demo, the
Stanford Dependencies page, and Parser FAQ.

Stanford POS Tagger
A maximum-entropy (CMM) part-of-speech (POS) tagger for English, 184



Stanford CoreNLP http://nip.stanford.edu:8080/corenlp/process
Stanford CoreNLP

-

Output format: | Visualise :

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

Part-of-Speech:

Ve W N g
1 Stanford University is located in California.
BHf2@ U @8 0§

2 It is a greatuniversity:.‘

Named Entity Recognition:

1 Stanford University is located in California.
] 2 Itis a great university.

Coreference:

- f- . - f- o
Core @, Core ‘
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Part-of-Speech:

NNP  NNP  VBZ
1| Stanford Unlver5|ty is located in California .

PRP Bz[m 1] NN
ol It is a great unlverSIty

J

s

IN]

NNP) [
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

It is a great university.

Stanford University is located in California.

Named Entity Recognition:

[Organization

2| Itis a great university .

Location

1| Stanford University is located in California .
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Coreference:

1| Stanford Universit;lh is located in California.

- - -Coref-. @, --Coref-. \

It IS é_great university—‘.
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Basic dependencies:

[NNP "N NNP

1 Sta nford Unlver5|ty

nsubj

BZ

4 COp JJ/prep-.n@/ pobj -

IS

nsubj
cop
/ det
PRP] VBZ W\’/_ "am°d¥NN B

located

ol It s a great unlver5|ty

In

Callfornla

NNPJ [

189



Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Collapsed dependencies:

bj ~
\-/—nsu ja prep in

1 Stanfou;d University is located in Callfornla

nsubj
Emmrz umNNN O

2( It is a great university.

Collapsed CC-processed dependencies:

nsubj prep_in
me— e vz Ny N e

1| Stanford | University is located in California.

nsubj
(o(¢]
e
PRP| VBZ D jf-amod 0

2 It is a great unlvérS|ty

Visualisation provided using the brat visualisation/annotation software.

Copyright © 2011, Stanford University, All Rights Reserved.
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Stanford CoreNLP http://nlp.stanford.edu:8080/corenlp/process

Output format: | Pretty print + |

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

Stanford CoreNLP XML Output

Document
| Document Info ]
| Sentences |
Sentence #1
Tokens
| Word || Lemma |[Char begin|[Char end)||POS|| NER |[Normalized NER|[Speaker|
[1 ][stanford |[stanford [0 8 |INNP|{ORGANIZATION|| |PERO |
[2 |[university|[university|[9 |LE |INNP|{ORGANIZATION|| ||PERO |
3lis e oo 22 |vezjjo I IPERO_ |
[4][located |[located |[23 30 W o I PERO |
[slin_Jin 0 B3N o I PERO__|
[6 |[california|[California][34 |44 INNP|[LOCATION || PERO |
1 I 44 les o I PERO__|
Parse tree
(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (J) located) (PP (IN in) (NP (NNP California))))) (. .))) 191




Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Sentence #1

Tokens

E Word Lemma ||Char begin||Char end||POS NER Normalized NER||Speaker
Z Stanford ||Stanford ||0 8 NNP|[ORGANIZATION PERO
Z University|(University||9 19 NNP||ORGANIZATION PERO

3 [is be 20 22 vBz|[o PERO
4 [[located |[located |[23 30 o PERO

5 |[in in 31 33 IN |[o PERO
E California||California||34 44 NNP||LOCATION PERO
] 44 45 . o PERO
Parse tree

(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (J) located) (PP (IN in) (NP (NNP California))))) (. .)))
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.
It is a great university.

Sentence #2

Tokens

Id| Word || Lemma ||Char begin|[Char end||POS||NER||Normalized NER||Speaker
1 ||It it 46 48 PRP|(O PERO

2 ||is be 49 51 VBZ||O PERO

3 |a B 52 53 DT |[O PERO

4 ||great great 54 59 ) 0] PERO

5 ||university||university|(60 70 NN ||O PERO

6 |. 70 71 0 PERO
Parse tree

(ROOT (S (NP (PRP It)) (VP (VBZ is) (NP (DT a) (J) great) (NN university))) (. .)))
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Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process

Stanford University is located in California.

It is a great university.

Coreference resolution graph

Sentence|| Head Text Context
] 2 (gov)||Stanford University

2 1 It

2 5 a great university
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Tokens

Id Word Lemma Char begin Char end POS NER Normalized NER Speaker
1 Stanford Stanford 0 8 NNP ORGANIZATION PERO

2 University  University 9 19 NNP ORGANIZATION PERO

3 is be 20 22 VBZ O PERO

4 located located 23 30 JJ O PERO

5 in in 31 33 IN O PERO

6 California California 34 44 NNP LOCATION PERO

7 44 45 . O PERO

Parse tree

(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (JJ located) (PP (IN in) (NP (NNP California))))) (. .)))

Uncollapsed dependencies

root ( RQOT—O , located-4 )
Sl el Stanford CoreNLP

cop ( located-4 , is-3)

prep ( located-4 , in-5) http://nlp.stanford.edu:8080/corenlp/process
pobj (in-5, California-.G ) : : : : : :
Collapsed dependencies Stanford University is located in California.
worooro let) | Itis & great university.

nsubj ( located-4 , University-2 )

cop ( located-4 , is-3)

prep_in ( located-4 , California-6 )
Collapsed dependencies with CC processed

root ( ROOT-0, located-4 )

nn ( University-2 , Stanford-1)
nsubj ( located-4 , University-2 )
cop ( located-4 , is-3)

prep_in ( located-4 , California-6 )
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Stanford CoreNLP http://nlp.stanford.edu:8080/corenlp/process

Output format: | XML =

Please enter your text here:

Stanford University is located in California. It is a great university.

| Submit | | Clear |

<?xml version="1.0" encoding="UTF-8"7>
<?xml-stylesheet href="CoreNLP-to-HTML.xs!" type="text/xs|"?>
<root>
<document>
<sentences>
<sentence id="1">
<tokens>
<token id="1">
<word>Stanford</word>
<lemma>Stanford</lemma>
<CharacterOffsetBegin>0</CharacterOffsetBegin>
<CharacterOffsetEnd>8</CharacterOffsetEnd>
<POS>NNP</POS>
<NER>ORGANIZATION</NER>
<Speaker>PERO</Speaker>
</token>
<token id="2">
<word>University</word>
<lemma>University</lemma>
<CharacterOffsetBegin>9</CharacterOffsetBegin>
<CharacterOffsetEnd>19</CharacterOffsetEnd>
<POS>NNP</POS>
<NER>0ORCANIZATION</NER>
<Speaker>PERO</Speaker>
</token>
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NER for News Article

http://money.cnn.com/2014/05/02/technology/gates-microsoft-stock-sale/index.html

[ money.cnn.com/2014/05/02/technology/gates-microsoft-stock-sale/index.html

2K

Bill Gates no longer Microsoft's
biggest shareholder

By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PMET

B3 Recommend (RIS QO SP 3GE

Bill Gates sold nearly 8 million shares of Microsoft over the past two days.

: ! K 461 1K 74 25

For the first time in Microsoft's history, founder Bill Gates is no
longer its largest individual shareholder.

In the past two days, Gates has sold nearly 8 million shares of Microsoft (@ MSFT, Fortune

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past
two days.

NEW YORK (CNNMoney)

For the first time in Microsoft's history, founder Bill Gates is no
longer its largest individual shareholder.

In the past two days, Gates has sold nearly 8 million shares of
Microsoft (MSFT, Fortune 500), bringing down his total to roughly
330 million.

That puts him behind Microsoft's former CEO Steve Ballmer who
owns 333 million shares.

Related: Gates reclaims title of world's richest billionaire

Ballmer, who was Microsoft's CEO until earlier this year, was one
of Gates' first hires.

It's a passing of the torch for Gates who has always been the
largest single owner of his company's stock. Gates now spends
his time and personal fortune helping run the Bill & Melinda
Gates foundation.

The foundation has spent $28.3 billion fighting hunger and
poverty since its inception back in 1997.
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Stanford Named Entity Tagger (NER)

http://nip.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz % |

Output Format: | highlighted + |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDMALALONLL LA IAIAA Y 4

| Submit | | Clear |

Bill Gates no longer [JIlageei's biggest shareholder By M. @CNNTech (21 73 EIIED: 5:46 PM ET Bill Gates sold nearly 8 million shares of [[lagerrel over
the past two days. [J[3Q [{8LLd (CNNMoney) For the first time in [[agerrei's history, founder (Il ®ETeR is no longer its largest individual shareholder. In the [Fry e fEue,
Gates has sold nearly 8 million shares of [[lagerel (0eal, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [Jagaqeq's former CEO
I who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire By, who was [Jlagerteq's CEO until 1T 1T 7T, was one of
Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. Gates now spends his time and personal
fortune helping run the [ @ [THMEE #FIE foundation. The foundation has spent [FXJE] [JIIEN fighting hunger and poverty since its inception back in [EEF.

Potential tags:

TIME]
PERSON|
MONEY

Copyright © 2011, Stanford University, All Rights Reserved.

198



Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz  + |

v

Qutput Format: | inlinexML % |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDALALONLL LA IAIAA Y Vi

| Submit | | Clear |

Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2,
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of <ORCANIZATION>Microsoft</ORGANIZATION> over the past two days. <LOCATION>NEW
YORK</LOCATION> (CNNMoney) For the first time in <ORGANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>BIll Gates</PERSON> is no longer its
largest individual shareholder. In the <DATE>past two days</DATE>, Gates has sold nearly 8 million shares of <ORGANIZATION>Microsoft</ORGANIZATION>
(<ORGANIZATION>MSFT </ORGANIZATION>, Fortune 500), bringing down his total to roughly 330 million. That puts him behind
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of world's
richest billionaire <PERSON>Ballmer</PERSON>, who was <ORGANIZATION>Microsoft</ORCANIZATION>'s CEO until <DATE>earlier this year</DATE>, was one of
Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. Gates now spends his time and personal

fortune helping run the <ORGANIZATION>BIll & Melinda Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3 billion</MONEY> fighting
hunger and poverty since its inception back in <DATE>1997</DATE>.

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz  + |

Output Format: | xml s |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALDALNONLL L RIAIAA A #

| Submit | | Clear |

<wi num="0" entity="0">Bill</wi> <wi num="1" entity="0">Gates</wi> <wi num="2" entity="0">no</wi> <wi num="3" entity="0">longer</wi> <wi num="4"
entity="ORGANIZATION">Microsoft</wi><wi num="5" entity="0">&apos;s</wi> <wi num="6" entity="0">biggest</wi> <wi num="7" entity="0">shareholder</wi> <wi
num="8" entity="0">By</wi> <wi num="9" entity="PERSON">Patrick</wi> <wi num="10" entity="PERSON">M.</wi> <wi num="11" entity="PERSON">Sheridan</wi> <wi
num="12" entity="0">@CNNTech</wi> <wi num="13" entity="DATE">May</wi> <wi num="14" entity="DATE">2 </wi><wi num="15" entity="DATE">,</wi> <wi
num="16" entity="DATE">201 4 </wi><wi num="17" entity="0">:</wi> <wi num="1 8" entity="0">5:46</wi> <wi num="19" entity="0">PM</wi> <wi num="20"
entity="0O">ET</wi> <wi num="21" entity="0">Bill</wi> <wi num="22" entity="0">Gates</wi> <wi num="23" entity="0">sold</wi> <wi num="24"
entity="0">nearly</wi> <wi num="25" entity="0">8</wi> <wi num="26" entity="0">million</wi> <wi num="27" entity="0">shares</wi> <wi num="28"
entity="0">of</wi> <wi num="29" entity="ORCGANIZATION">Microsoft</wi> <wi num="30" entity="0">over</wi> <wi num="31" entity="0">the</wi> <wi num="32"
entity="0">past</wi> <wi num="33" entity="0">two</wi> <wi num="34" entity="0">days</wi><wi num="35" entity="0">.</wi> <wi num="0"
entity="LOCATION">NEW</wi> <wi num="1" entity="LOCATION">YORK</wi> <wi num="2" entity="0">-LRB-</wi><wi num="3" entity="0">CNNMoney</wi><wi num="4"
entity="0">-RRB-</wi> <wi num="5" entity="0">For</wi> <wi num="6" entity="0">the</wi> <wi num="7" entity="0">first</wi> <wi num="8" entity="0">time</wi> <wi
num="9" entity="0">in</wi> <wi num="10" entity="ORCANIZATION">Microsoft</wi><wi num="11" entity="0">&apos;s</wi> <wi num="12" entity="0">history</wi><wi
num="13" entity="0">,</wi> <wi num="14" entity="0">founder</wi> <wi num="15" entity="PERSON">Bill</wi> <wi num="16" entity="PERSON">Gates</wi> <wi
num="17" entity="0">is</wi> <wi num="1 8" entity="0">no</wi> <wi num="19" entity="0">longer</wi> <wi num="20" entity="0">its</wi> <wi num="21"
entity="0">largest</wi> <wi num="22" entity="0">individual</wi> <wi num="23" entity="0">shareholder</wi><wi num="24" entity="0">.</wi> <wi num="0"
ity="0">|n< > <wi ="1" ity="0"> < > <wi ="2" ity=" "> < > <wi ="3" ity=" "> < i> <wi ="4"
ﬁgﬁ&} _iggta I&Zéﬁl .,¢§1“9'«'n 5( Mp;“jyﬁg}& Jﬁl.fi}gﬁk{ﬁlé 56 f.»‘Zé aum 2" entity="DATE">past</wi> <wi num="3" entity="DATE">two</wi> <wi num

i ntm RN antite-"N""Maracr i 2wl niim "7 antite-"N"Vhacr i 2wl nimm "] antire-"N"<enld - finis
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.muc.7class.distsim.crf.ser.gz % |

Output Format: | slashTags + |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ALCALALONLL LA IAIAA Y Yz

| Submit | | Clear |

Bill/O Gates/0 no/O longer/0O Microsoft/ORCANIZATION's/O biggest/O shareholder/O By/O Patrick/PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE
2/DATE,/DATE 2014/DATE:/O 5:46/0 PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/0 million/O shares/O of/O Microsoft/ORGANIZATION over/0O the/O past/O two/0O
days/0./0 NEW/LOCATION YORK/LOCATION -LRB-/OCNNMoney/O-RRB-/0 For/O the/O first/O time/O in/O Microsoft/ORCANIZATION's/O history/0,/O founder/O
Bill/PERSON Gates/PERSON is/O no/O longer/0O its/O largest/O individual/O shareholder/0./0 In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O
nearly/O 8/0 million/O shares/O of/O Microsoft/ORGANIZATION -LRB-/OMSFT/ORGANIZATION, /O Fortune/O 500/0-RRB-/0,/0 bringing/0 down/O his/O total/O to/O
roughly/0O 330/0 million/0./0 That/O puts/O him/O behind/O Microsoft/ORGANIZATION's/O former/O CEOQ/O Steve/PERSON Ballmer/PERSON who/O owns/0O 333/0
million/O shares/0./0 Related/0:/0 Gates/O reclaims/O title/O of/O world/0's/0 richest/O billionaire/O Ballmer/PERSON, /O who/O was/O
Microsoft/ORGANIZATION's /O CEO/O until/O earlier/DATE this/DATE year/DATE,/O was/0 one/O of/O Gates/0'/0 first/O hires/0./0 It/O's/0 a/0 passing/0 of/0O
the/0O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O single/O owner/O of/O his/O company/0Q's/0 stock/0./0 Gates/O now/O spends/0O
his/0 time/0O and/O personal/O fortune/O helping/0 run/O the/O Bill/ORGANIZATION &/ORCANIZATION Melinda/ORGANIZATION Gates/ORGANIZATION

foundation/0./0 The/0 foundation/O has/O spent/O $/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/0O back/0O
in/O 1997/DATE./O

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.conll.4class.distsim.crf.ser.gz *

:

Output Format: | highlighted *

Preserve Spacing: | yes * |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

AOALALONLL LML Y Vi

| Submit | | Clear |

G & no longer [lageei's biggest shareholder By [ZXuas LA @CNNTech May 2, 2014: 5:46 PM ET [J][ #FX0R sold nearly 8 million shares of [J[lagerted over
the past two days. N34 1oL For the first time in [[ageqei's history, founder (Il [EIeE is no longer its largest individual shareholder. In the past two days,
IR has sold nearly 8 million shares of [[lagee (MSFT, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [[ageqei's former CEO
Steve] who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire [EI[Ingy, who was [Jlageei's CEO until earlier this year, was one of
M' first hires. It's a passing of the torch for m who has always been the largest single owner of his company's stock. Gates now spends his time and personal
fortune helping run the Il P [EM%E &I foundation. The foundation has spent $28.3 billion fighting hunger and poverty since its inception back in 1997.

Potential tags:
LOCATION
ORGANIZATION
PERSON|
MISC

Copyright ® 2011, Stanford University, All Rights Reserved.
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Stanford Named Entity Tagger (NER)

http://nip.stanford.edu:8080/ner/process

Stanford Named Entity Tagger

Classifier: | english.all.3class.distsim.crf.ser.gz $ |

v

Output Format: | highlighted * |

Preserve Spacing: | yes + |

Please enter your text here:

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past two
days.

ADALAONLL LML A Wz

| Submit | | Clear |

G & no longer [lagei's biggest shareholder By M. @CNNTech May 2, 2014: 5:46 PM ET [J][ #FX0R sold nearly 8 million shares of 9t over
the past two days. JJ37, [TeLL4 (CNNMoney) For the first time in [Jageaeq's history, founder [ EXGE is no longer its largest individual shareholder. In the past two days,
TR has sold nearly 8 million shares of et (1Sal, Fortune 500), bringing down his total to roughly 330 million. That puts him behind [agei's former CEO

who owns 333 million shares. Related: Gates reclaims title of world's richest billionaire [EIlia, who was [lageqei's CEO until earlier this year, was one of

Gates' first hires. It's a passing of the torch for Gates who has always been the largest single owner of his company's stock. m now spends his time and personal
fortune helping run the [ 2 [AMRE o foundation. The foundation has spent $28.3 billion fighting hunger and poverty since its inception back in 1997.

Potential tags:
LOCATION
ORGANIZATION
PERSON|

Copyright © 2011, Stanford University, All Rights Reserved.
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Classifier: english.muc.7class.distsim.crf.ser.gz
Bill Gates no longer [JIlagaei's biggest shareholder By M TEY @CNNTech 5T A FIIED: 5:46

PM ET Bill Gates sold nearly 8 million shares of [[lagete over the past two days. JI3y, l{®Ld (CNNMoney)
For the first time in [Jlagaei's history, founder CI[[ #EXE is no longer its largest individual shareholder. In
the [F1 15 FETZ, Gates has sold nearly 8 million shares of [lageae (Aaal, Fortune 500), bringing down
his total to roughly 330 million. That puts him behind [Jlagei's former CEO Sy who owns 333
million shares. Related: Gates reclaims title of world's richest billionaire [EIlnas, who was [lageei's CEO
until T 08 7T, was one of Gates' first hires. It's a passing of the torch for Gates who has always been
the largest single owner of his company's stock. Gates now spends his time and personal fortune helping

run the ] P (AMRE &I foundation. The foundation has spent [ZLJE] FIIIEN fighting hunger and poverty
since its inception back in

Potential tags:

TIME]
PERSON|

D

Classifier: english.all.3class.distsim.crf.ser.gz

H &R no longer [Iagerli's biggest shareholder By M. @CNNTech May 2, 2014: 5:46
PM ET [ #FX0E sold nearly 8 million shares of [[9gertei over the past two days. Jay, 11854 (CNNMoney)
For the first time in Jlageaei's history, founder [l [/ EYeE is no longer its largest individual shareholder. In
the past two days, [l has sold nearly 8 million shares of [lagere (1aal, Fortune 500), bringing down
his total to roughly 330 million. That puts him behind [Jlageen's former CEQO who owns 333
million shares. Related: Gates reclaims title of world's richest billionaire [EIlinas, who was [[lagerei's CEO
until earlier this year, was one of Gates' first hires. It's a passing of the torch for Gates who has always been
the largest single owner of his company's stock. m now spends his time and personal fortune helping
run the ([ P [EAMRE #FIE foundation. The foundation has spent $28.3 billion fighting hunger and poverty
since its inception back in 1997.

8

Potential tags:
LOCATION
ORGANIZATION
PERSON|
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Stanford Named Entity Tagger (NER)

http://nlp.stanford.edu:8080/ner/process
Stanford NER Output Format: inlineXML

Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest
shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2,
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of
<ORGANIZATION>Microsoft</ORGANIZATION> over the past two days.
<LOCATION>NEW YORK</LOCATION> (CNNMoney) For the first time in
<ORGANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>BiIll
Gates</PERSON> is no longer its largest individual shareholder. In the <DATE>past two
days</DATE>, Gates has sold nearly 8 million shares of
<ORGANIZATION>Microsoft</ORGANIZATION>
(<ORGANIZATION>MSFT</ORGANIZATION>, Fortune 500), bringing down his total to
roughly 330 million. That puts him behind
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve
Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of
world's richest billionaire <PERSON>Ballmer</PERSON>, who was
<ORGANIZATION>Microsoft</ORGANIZATION>'s CEO until <DATE>earlier this
year</DATE>, was one of Gates' first hires. It's a passing of the torch for Gates who has
always been the largest single owner of his company's stock. Gates now spends his
time and personal fortune helping run the <ORGANIZATION>BIll & Melinda
Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3
billion</MONEY> fighting hunger and poverty since its inception back in
<DATE>1997</DATE>.
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Stanford Named Entity Tagger (NER)

http://nip.stanford.edu:8080/ner/process
Stanford NER Output Format: slashTags

Bill/O Gates/O no/O longer/O Microsoft/ ORGANIZATION's/O biggest/O shareholder/O By/O

Patrickkl PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE 2/DATE,/DATE
2014/DATE:/O 5:46/0 PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/O million/O shares/O of/O
Microsoft ORGANIZATION over/O the/O past/O two/O days/O./O NEW/LOCATION YORK/LOCATION
-LRB-/OCNNMoney/O-RRB-/O For/O the/O first/O time/O in/O Microsoft/t ORGANIZATION's/O
history/O,/O founder/O Bill/PERSON Gates/PERSON is/O no/O longer/O its/O largest/O individual/O
shareholder/O./O In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O nearly/O 8/O
million/O shares/O of/O Microsoftt ORGANIZATION -LRB-/OMSFT/ORGANIZATION,/O Fortune/O
500/0-RRB-/0,/0O bringing/O down/O his/O total/O to/O roughly/O 330/0O million/O./O That/O puts/O
him/O behind/O Microsoftf ORGANIZATION's/O former/O CEO/O Steve/PERSON Ballmer/PERSON
who/O owns/O 333/0O million/O shares/O./O Related/O:/O Gates/O reclaims/O title/O of/O world/QO's/O
richest/O billionaire/O Ballmer/PERSON,/O who/O was/O Microsoftt ORGANIZATION's/O CEO/O
until/O earlier/DATE this/DATE year/DATE,/O was/O one/O of/O Gates/O'/O first/O hires/O./O 1t/O's/O
a/O passing/O of/O the/O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O
single/O owner/O of/O his/O company/O's/O stock/O./O Gates/O now/O spends/O his/O time/O and/O
personal/O fortune/O helping/O run/O the/O BillORGANIZATION & ORGANIZATION
Melinda/ORGANIZATION Gates/ORGANIZATION foundation/O./O The/O foundation/O has/O spent/O
$/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/O
back/O in/O 1997/DATE./O
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Natural Language Processing
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