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Agenda

• NTPU AWS 雲創學院跨領域學習
•雲端、⾦融與數據科學
•⾦融資料科學跨領域學習歷程
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國⽴臺北⼤學 AWS 雲創學院
• Amazon Web Services (AWS)
•全球廣泛採納的雲端平台，透過全球資料中⼼提供超過175項功能
完整的服務，包含資料庫、運算分析、網路、開發⼈員⼯具、資訊

安全和企業應⽤等，不但能在AWS上運⾏ R, Python, C++ 等程式語
⾔，也可延伸⾄AI與機器學習、區塊鏈、物聯網、資料湖 (Data 
Lake)、⼤數據分析、遊戲開發及電⼦商務等多樣化的應⽤情境中。

•國⽴臺北⼤學推動AWS雲創學院發展

•期望⿎勵全校各院系相關課程教師，
於教學中導⼊雲端概念與AWS應⽤，透過帶領學⽣實作練習，
增進學⽣學習成效以及和產業接軌的機會。
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AWS雲端應⽤導⼊教學

•企業雲端運算⼊⾨ (Foundation of Business Cloud Computing) 

• (BA4, NTPU) (Spring 2021)

•⼤數據分析 (Big Data Analytics) 

• (MBA, IM, NTPU) (Fall 2020)

•軟體⼯程 (Software Engineering) 

• (MBA, IM, NTPU) (Fall 2020)

•雲端服務架構實務 (Cloud Services Architecting Practices) 

• (MI4, TKU) (Spring 2021, Fall 2020, Spring 2020, Fall 2019)
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課程理論中融⼊AWS概念

•智慧⾦融量化分析 (Artificial Intelligence in Finance and Quantitative)

•國⽴台北⼤學資管所碩⼠班 (Fall 2021)

•⼈⼯智慧⽂本分析 (Artificial Intelligence for Text Analytics)

•國⽴台北⼤學資管所碩⼠班 (Spring 2022)

•⼈⼯智慧 (Artificial Intelligence)

•國⽴台北⼤學資管所碩⼠班 (Spring 2021)

•資料探勘 (Data Mining)

•國⽴台北⼤學資管所碩⼠班 (Spring 2021)
(電⼦商務碩⼠學分學程)
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企業雲端運算入門
(Foundation of Business Cloud Computing)

謝榮桂 (Jung-Kuei Hsieh), 戴敏育 (Min-Yuh Day) 

National Taipei University
國立臺北大學

2021-02-24

雲端概念概述
(Cloud Concepts Overview)

企業雲端運算⼊⾨ (Foundation of Business Cloud Computing) (BA4, NTPU) (Spring 2021)
(AWS Academy Cloud Foundations; ACF) (AWS Certified Cloud Practitioner)

(BA4, NTPU) (3 Credits, Elective) (U4010) (⾃主學習課程)(商業智慧與⼤數據分析學⼠學分學程)
(1092) (國⽴台北⼤學企管系4A, 4B) (選修3學分) (授課教師：謝榮桂，戴敏育) (2021.02 - 2021.06)

(週三 Wed, 6, 7, 8, 14:10-17:00) (台北⼤學三峽校區 ⽂3F10_L)
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https://aws.amazon.com/certification/

SAA

CLF
1

2

AWS Certification
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AWS Certified Cloud Practitioner 
(CLF-C01) 

10Source: https://aws.amazon.com/certification/certified-cloud-practitioner/
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AWS Certified Solutions Architect –
Associate (SAA-C02) 

11Source: https://aws.amazon.com/certification/certified-solutions-architect-associate
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FinTech ABCD
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Financial Technology
FinTech

“providing 
financial services 
by making use of 

software and 
modern technology”

15Source: https://www.fintechweekly.com/fintech-definition



Financial 
Services
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Financial Services

17Source: http://www.crackitt.com/7-reasons-why-your-fintech-startup-needs-visual-marketing/



AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics

18

 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 
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FIGURE 1.8 Evolution of  Decision Support, Business Intelligence, and Analytics.
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AI, ML, DL

19Source: https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/deep_learning.html
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Value Creation by Big Data Analytics
(Grover et al., 2018)
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Figure 3. Value Creation by Big Data Analytics
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Architecture of Big Data Analytics

21Source: Stephan Kudyba (2014), Big Data, Mining, and Analytics: Components of Strategic Decision Making, Auerbach Publications
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Data Science and 
Business Intelligence

22Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015



Data Science and 
Business Intelligence

23Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015

Predictive Analytics 
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(Data Science)



Data Science and 
Business Intelligence

24Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015

Predictive Analytics 
and Data Mining 

(Data Science)

What if…?
What’s the optimal scenario for our business?

What will happen next?
What if these trends countinue?

Why is this happening?

Optimization, predictive modeling, forecasting statistical analysis

Structured/unstructured data, many types of sources, 
very large datasets



Profile of a Data Scientist
• Quantitative 
•mathematics or statistics

• Technical 
• software engineering, 

machine learning, 
and programming skills

• Skeptical mind-set and critical thinking
• Curious and creative
• Communicative and collaborative

25Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015
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Source: Ting-Peng Liang and Yu-Hsi Liu (2018), "Research Landscape of Business Intelligence and Big Data analytics: A bibliometrics study”,  

Expert Systems with Applications, Volume 111, 30, 2018, pp. 2-10

Framework for BD and BI Research

Technology Application

Impact Management

• Data Collection
• Data Storage
• Data Analytics
• Infrastructure

• Value Creation
• Individual Impact
• Organizational Impact
• Social Impact

• Business
• Medicate
• Supply Chain
• Engineering
• Services

• Adoption of BD/BI
• Cost Benefit
• Security/Privacy
• Human Resource
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Figure 3 Visualization of Major Keywords in „Big Data” Literature 
 

Figure 3. Word Cloud of Associated Key Words 

6. Evolution of Keywords and Topics 

The 10,637 BD publications covered a wide range of fields. To be more focused, we 
give a closer look at the 141 publications with both BD and BI as key words. Among 
these BD&BI publications, “Management” is the most frequent keyword, followed by 
“Big Data Analytics”, “Data Mining”, “Social Media” and “Information System”. 
Figure 4 shows the evolution of high-frequency keywords in chronological order. The 

Business Intelligence and Big Data analytics

Source: Ting-Peng Liang and Yu-Hsi Liu (2018), "Research Landscape of Business Intelligence and Big Data analytics: A bibliometrics study”,  
Expert Systems with Applications, Volume 111, 30, 2018, pp. 2-10



FinBrain: when Finance meets AI 2.0
(Zheng et al., 2019)

29
Source: Xiao-lin Zheng, Meng-ying Zhu, Qi-bing Li, Chao-chao Chen, and Yan-chao Tan (2019), "Finbrain: When finance meets AI 2.0." 

Frontiers of Information Technology & Electronic Engineering 20, no. 7, pp. 914-924
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Source: Xiao-lin Zheng, Meng-ying Zhu, Qi-bing Li, Chao-chao Chen, and Yan-chao Tan (2019), "Finbrain: When finance meets AI 2.0." 

Frontiers of Information Technology & Electronic Engineering 20, no. 7, pp. 914-924



FinTech: Financial Services Innovation

31Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf



FinTech: 
Financial Services Innovation

1. Payments
2. Insurance

3. Deposits & Lending
4. Capital Raising

5. Investment Management
6. Market Provisioning

32Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf



FinTech: Investment Management

33Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf
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FinTech: Market Provisioning

34Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf
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Deep learning for financial applications: 
Topic-Model Heatmap

35
Source: Ahmet Murat Ozbayoglu, Mehmet Ugur Gudelek, and Omer Berat Sezer (2020). "Deep learning for financial applications: A survey." Applied Soft 

Computing (2020): 106384.

A.M. Ozbayoglu, M.U. Gudelek and O.B. Sezer / Applied Soft Computing Journal 93 (2020) 106384 21

Fig. 9. The histogram of publication count in model types.

Fig. 10. Topic-model heatmap.

the model-topic heatmap, in this case, we saw a distinction
between the associations. Even though price data and technical
indicators have been very popular for most of the research areas
that are involved with time series forecasting, like algorithmic
trading, portfolio management, financial sentiment analysis and
financial text mining, the studies that had more significant spatial
characteristics like risk assessment and fraud detection did not
depend much on these temporal features. One other noteworthy
difference came up with the adaptation of text related features.
Highly text-based applications like financial sentiment analysis,
financial text mining, risk assessment and fraud detection pre-
ferred to use features like text (extracted from tweets, news or
financial data) and sentiments during their model development
and implementation. However, the temporal characteristics of
the financial time series data were also important for financial
sentiment analysis and financial text mining, since a significant
portion of these models were integrated into algorithmic trading
systems.

Fig. 12 elaborates on the distribution of the dataset types for
the research areas through a dataset-topic heatmap. If we analyze

the heatmap, we see similarities with the feature-topic associa-
tions. However, this time, we had three main clusters of dataset
types, the first one being the temporal datasets like Stock, Index,
ETF, Cryptocurrency, Forex and Commodity price datasets, and
the second one being the text-based datasets like News, Tweets,
Microblogs and Financial Reports, and the last one being the
datasets that had both numeric and textual components like Con-
sumer Data, Credit Data and Financial Reports from companies or
analysts. As far as the dataset vs. application area associations are
concerned, these three main clusters were distributed as follows:
Stock, Index, Cryptocurrency, ETF datasets were used almost in
every application area except Risk Assessment and Fraud Detec-
tion which had less of temporal properties. Meanwhile, Credit
Data, Financial Reports and Consumer Data were particularly
used by these two application areas, namely Risk Assessment
and Fraud Detection. Lastly, pure text based datasets like news,
tweets, microblogs were preferred by Financial Sentiment Analy-
sis and Financial Text Mining studies. However, as was the case in
the feature-topic associations, temporal datasets like stock, ETF,
Index price datasets were also used with these studies since some
of them were tied with algorithmic trading models.

6. Discussion and open issues

After reviewing all the publications based on the selected cri-
teria explained in the previous section, we wanted to provide our
findings of the current state-of-the-art situation. Our discussions
are categorized by the DL models and implementation topics.

6.1. Discussions on DL models

It is possible to claim that LSTM is the dominant DL model
that is preferred by most researchers, due to its well-established
structure for financial time series data forecasting. Most of the fi-
nancial implementations have time-varying data representations
requiring regression-type approaches which fits very well for
LSTM and its derivatives due to their easy adaptations to the
problems. As long as the temporal nature of the financial data
remains, LSTM and its related family models will maintain their
popularities.

Meanwhile, CNN based models started getting more traction
among researchers in the last two years. Unlike LSTM, CNN works
better for classification problems and is more suitable for either
non-time varying or static data representations. However, since
most financial data is time-varying, under normal circumstances,



Deep learning for financial applications: 
Topic-Feature Heatmap
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Source: Ahmet Murat Ozbayoglu, Mehmet Ugur Gudelek, and Omer Berat Sezer (2020). "Deep learning for financial applications: A survey." Applied Soft 

Computing (2020): 106384.

22 A.M. Ozbayoglu, M.U. Gudelek and O.B. Sezer / Applied Soft Computing Journal 93 (2020) 106384

Fig. 11. Topic-feature heatmap.

Fig. 12. Topic-dataset heatmap.

CNN is not the natural choice for financial applications. However,
in some independent studies, the researchers performed an inno-
vative transformation of 1-D time-varying financial data into 2-D
mostly stationary image-like data to be able to utilize the power
of CNN through adaptive filtering and implicit dimensionality
reduction. This novel approach seems working remarkably well
in complex financial patterns regardless of the application area.
In the future, more examples of such implementations might be
more common; only time will tell.

Another model that has a rising interest is DRL based im-
plementations; in particular, the ones coupled with agent-based
modeling. Even though algorithmic trading is the most preferred
implementation area for such models, it is possible to develop the
working structures for any problem type.

Careful analyses of the reviews indicate in most of the papers
hybrid models are preferred over native models for better ac-
complishments. A lot of researchers configure the topologies and
network parameters for achieving higher performance. However,
there is also the danger of creating more complex hybrid models
that are not easy to build, and their interpretation also might be
difficult.

Through the performance evaluation results, it is possible to
claim that in general terms, DL models outperform ML coun-
terparts when working on the same problems. DL models also
have the advantage of being able to work on larger amount of
data. With the growing expansion of open-source DL libraries
and frameworks, DL model building and development process is
easier than ever.



Deep learning for financial applications: 
Topic-Dataset Heatmap

37
Source: Ahmet Murat Ozbayoglu, Mehmet Ugur Gudelek, and Omer Berat Sezer (2020). "Deep learning for financial applications: A survey." Applied Soft 

Computing (2020): 106384.
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Fig. 11. Topic-feature heatmap.

Fig. 12. Topic-dataset heatmap.

CNN is not the natural choice for financial applications. However,
in some independent studies, the researchers performed an inno-
vative transformation of 1-D time-varying financial data into 2-D
mostly stationary image-like data to be able to utilize the power
of CNN through adaptive filtering and implicit dimensionality
reduction. This novel approach seems working remarkably well
in complex financial patterns regardless of the application area.
In the future, more examples of such implementations might be
more common; only time will tell.

Another model that has a rising interest is DRL based im-
plementations; in particular, the ones coupled with agent-based
modeling. Even though algorithmic trading is the most preferred
implementation area for such models, it is possible to develop the
working structures for any problem type.

Careful analyses of the reviews indicate in most of the papers
hybrid models are preferred over native models for better ac-
complishments. A lot of researchers configure the topologies and
network parameters for achieving higher performance. However,
there is also the danger of creating more complex hybrid models
that are not easy to build, and their interpretation also might be
difficult.

Through the performance evaluation results, it is possible to
claim that in general terms, DL models outperform ML coun-
terparts when working on the same problems. DL models also
have the advantage of being able to work on larger amount of
data. With the growing expansion of open-source DL libraries
and frameworks, DL model building and development process is
easier than ever.



Text Analytics and Text Mining

38Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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⾦融資料科學跨領域學習歷程

•對想踏⼊⾦融資料科學有興趣的⾼中⽣
準備建議
• 學習資源
•AWS Educate

• 活動參與
•AWS Educate Ambassador in Taiwan

•學習歷程
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