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• Text Analytics and Text Mining
• Natural Language Processing (NLP)
• Text Analytics with Python



Text Analytics 
(TA) 
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Text Mining 
(TM) 
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Natural 
Language 

Processing
(NLP) 
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Artificial Intelligence 

(AI) 
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Text Analytics and Text Mining

8Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics
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 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 

1.3 
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Business Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



AI
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Definition 
of 

Artificial Intelligence 
(A.I.) 
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Artificial Intelligence 

“… the science and 
engineering

of 
making 

intelligent machines” 
(John McCarthy, 1955)

13Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… technology that 
thinks and acts 
like humans”

14Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… intelligence
exhibited by machines

or software”
15Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



4 Approaches of AI

16

Thinking Humanly Thinking Rationally

Acting Humanly Acting Rationally

Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



4 Approaches of AI

17

2.
Thinking Humanly: 

The Cognitive
Modeling Approach

3. 
Thinking Rationally:
The “Laws of Thought” 

Approach

1.
Acting Humanly:

The Turing Test 
Approach (1950)

4. 
Acting Rationally:

The Rational Agent 
Approach

Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



AI Acting Humanly:
The Turing Test Approach

(Alan Turing, 1950)

• Natural Language Processing (NLP)
• Knowledge Representation
• Automated Reasoning
• Machine Learning (ML)
• Computer Vision
• Robotics

18Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



Boston Dynamics: Atlas 

19https://www.youtube.com/watch?v=fRj34o4hN4I

https://www.youtube.com/watch?v=fRj34o4hN4I


Humanoid Robot: Sophia

20https://www.youtube.com/watch?v=S5t6K9iwcdw

https://www.youtube.com/watch?v=S5t6K9iwcdw


Can a robot pass a university entrance exam?
Noriko Arai at TED2017

21
https://www.ted.com/talks/noriko_arai_can_a_robot_pass_a_university_entrance_exam

https://www.youtube.com/watch?v=XQZjkPyJ8KU

https://www.ted.com/talks/noriko_arai_can_a_robot_pass_a_university_entrance_exam
https://www.youtube.com/watch?v=XQZjkPyJ8KU


Artificial Intelligence (A.I.) Timeline 

22Source: https://digitalintelligencetoday.com/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/



Artificial Intelligence
Machine Learning & Deep Learning

23Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



AI, ML, DL

24Source: https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/deep_learning.html

Artificial Intelligence (AI)

Machine Learning (ML)

Deep Learning (DL)
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RNN LSTM GRU
GAN

Supervised 
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Semi-supervised 
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Reinforcement 
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Text Analytics 
and 

Text Mining
25



Dipanjan Sarkar (2016), 
Text Analytics with Python: 

A Practical Real-World Approach to Gaining 
Actionable Insights from your Data, Apress

26https://www.amazon.com/Text-Analytics-Python-Real-World-Actionable/dp/148422387X

https://www.amazon.com/Text-Analytics-Python-Real-World-Actionable/dp/148422387X


Christopher D. Manning and Hinrich Schütze (1999), 
Foundations of 

Statistical Natural Language Processing, 
The MIT Press

27http://www.amazon.com/Foundations-Statistical-Natural-Language-Processing/dp/0262133601

http://www.amazon.com/Foundations-Statistical-Natural-Language-Processing/dp/0262133601


Rajesh Arumugam (2018), 
Hands-On Natural Language Processing 

with Python: 
A practical guide to applying deep learning architectures to your 

NLP applications, Packt

28https://www.amazon.com/Hands-Natural-Language-Processing-Python/dp/178913949X

https://www.amazon.com/Hands-Natural-Language-Processing-Python/dp/178913949X


Nitin Hardeniya (2015), 
NLTK Essentials, Packt Publishing

29http://www.amazon.com/NLTK-Essentials-Nitin-Hardeniya/dp/1784396907

http://www.amazon.com/NLTK-Essentials-Nitin-Hardeniya/dp/1784396907


Steven Bird, Ewan Klein and Edward Loper (2009), 
Natural Language Processing with Python, 

O'Reilly Media

30http://www.amazon.com/Natural-Language-Processing-Python-Steven/dp/0596516495

http://www.amazon.com/Natural-Language-Processing-Python-Steven/dp/0596516495


• Text Analytics = 
Information Retrieval + 
Information Extraction + 
Data Mining + 
Web Mining

• Text Analytics = 
Information Retrieval + 
Text Mining 

31

Text Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Text Data Mining
• Knowledge Discovery in 

Textual Databases 

32

Text mining

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Text Mining Technologies

33Adapted from: Jiawei Han and Micheline Kamber (2011), Data Mining: Concepts and Techniques, Third Edition, Elsevier
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• Information extraction
• Topic tracking 
• Summarization 
• Categorization 
• Clustering 
• Concept linking 
• Question answering

34

Application Areas of Text Mining

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Text-Based Deception-Detection 
Process

35Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Multilevel Analysis of Text for 
Gene/Protein Interaction Identification

36Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Context Diagram for the 
Text Mining Process

37Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



The Three-Step/Task 
Text Mining Process

38Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Term–Document Matrix

39Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Emotions

40Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,

Love

Joy

Surprise

Anger

Sadness

Fear



Example of Opinion:
review segment on iPhone

“I bought an iPhone a few days ago. 
It was such a nice phone.
The touch screen was really cool. 
The voice quality was clear too. 
However, my mother was mad with me as I did not tell 

her before I bought it. 
She also thought the phone was too expensive, and 

wanted me to return it to the shop. … ”

41Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,



“(1) I bought an iPhone a few days ago. 

(2) It was such a nice phone.

(3) The touch screen was really cool. 
(4) The voice quality was clear too.

(5) However, my mother was mad with me as I did not 

tell her before I bought it. 

(6) She also thought the phone was too expensive, and 

wanted me to return it to the shop. … ”

42Source: Bing Liu (2011) , “Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data,” Springer, 2nd Edition,

+Positive 
Opinion

-Negative 
Opinion

Example of Opinion:
review segment on iPhone



A Multistep Process to Sentiment Analysis

43Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Sentiment Analysis

44
Source: Kumar Ravi and Vadlamani Ravi (2015), "A survey on opinion mining and sentiment analysis: tasks, approaches and applications." 

Knowledge-Based Systems, 89, pp.14-46.

Sentiment 
Analysis

Subjectivity 
Classification

Machine Learning 
basedSentiment 

Classification

Review 
Usefulness 

Measurement

Opinion Spam 
Detection

Lexicon 
Creation

Aspect 
Extraction

Application

Polarity 
Determination

Vagueness 
resolution in 
opinionated 

text

Multi- & Cross-
Lingual SC

Cross-domain 
SC

Lexicon based

Hybrid 
approaches

Ontology based

Non-Ontology 
basedTasks

Approaches



Sentiment Classification Techniques

45
Source: Jesus Serrano-Guerrero, Jose A. Olivas, Francisco P. Romero, and Enrique Herrera-Viedma (2015), 

"Sentiment analysis: A review and comparative analysis of web services," Information Sciences, 311, pp. 18-38.
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P–N Polarity and 
S–O Polarity Relationship

46Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Taxonomy of Web Mining

47Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Structure of a 
Typical Internet Search Engine

48Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Web Usage Mining 
(Web Analytics)

• Web usage mining (Web analytics) 
is the extraction of useful information 
from data generated 
through Web page visits and transactions.

• Clickstream Analysis

49
Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Extraction of Knowledge from 
Web Usage Data

50Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Social Analytics

• Social analytics is defined as 
monitoring, analyzing, 
measuring and interpreting 
digital interactions and 
relationships of people, topics, ideas and 
content.

51
Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



52

Social Analytics

Social Network Analysis 
(SNA)

Social Media Analytics

Branches of Social Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Text Mining
Technologies

53



Natural Language Processing 
(NLP)

54

Text Mining
(TM)



Steven Struhl (2015), 
Practical Text Analytics: 

Interpreting Text and Unstructured Data for Business Intelligence 
(Marketing Science), Kogan Page

55http://www.amazon.com/Practical-Text-Analytics-Interpreting-Unstructured/dp/0749474017

http://www.amazon.com/Practical-Text-Analytics-Interpreting-Unstructured/dp/0749474017


Text Mining Concepts
• 85-90 percent of all corporate data is in some kind of 

unstructured form (e.g., text) 
• Unstructured corporate data is doubling in size every 

18 months
• Tapping into these information sources is not an option, 

but a need to stay competitive
• Answer: text mining

– A semi-automated process of extracting knowledge from 
unstructured data sources

– a.k.a. text data mining or knowledge discovery in textual 
databases

Source:  Turban et al. (2011), Decision Support and Business Intelligence Systems 56



57

Text mining

Intelligent Text Analysis

Text Data Mining

Knowledge-Discovery in Text (KDT)
Source: Vishal Gupta and Gurpreet S. Lehal (2009), "A survey of text mining techniques and applications," 

Journal of emerging technologies in web intelligence, vol. 1, no. 1, pp. 60-76.



Text Mining
(text data mining)

the process of 
deriving 

high-quality information 
from text

58http://en.wikipedia.org/wiki/Text_mining

http://en.wikipedia.org/wiki/Text_mining


Text Mining:
the process of extracting

interesting and non-trivial 
information and knowledge

from unstructured text.

59
Source: Vishal Gupta and Gurpreet S. Lehal (2009), "A survey of text mining techniques and applications," 

Journal of emerging technologies in web intelligence, vol. 1, no. 1, pp. 60-76.



Text Mining:
discovery by computer of 

new, previously 
unknown information, 

by automatically 
extracting information

from different written resources.
60

Source: Vishal Gupta and Gurpreet S. Lehal (2009), "A survey of text mining techniques and applications," 
Journal of emerging technologies in web intelligence, vol. 1, no. 1, pp. 60-76.



Analyze Text

An example of Text Mining

61

Document 
Collection

Retrieve 
and 

preprocess 
document

Information 
Extraction

Summarization

Clustering

Management 
Information 

System

Classification

Source: Vishal Gupta and Gurpreet S. Lehal (2009), "A survey of text mining techniques and applications," 
Journal of emerging technologies in web intelligence, vol. 1, no. 1, pp. 60-76.

Knowledge



Overview of 
Information Extraction based 

Text Mining Framework

62

Text Information 
Extraction DB Data MiningTextText Rule

Text Data Mining

Source: Vishal Gupta and Gurpreet S. Lehal (2009), "A survey of text mining techniques and applications," 
Journal of emerging technologies in web intelligence, vol. 1, no. 1, pp. 60-76.



• Natural language processing (NLP)
is an important component of 
text mining and 
is a subfield of 
artificial intelligence and 
computational linguistics.

63

Natural Language Processing (NLP)

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Natural Language Processing (NLP) 
and Text Mining

64

Raw text

Tokenization

Stop word removal

Stemming / Lemmatization

Part-of-Speech (POS)

Dependency Parser

Source: Nitin Hardeniya (2015), NLTK Essentials, Packt Publishing; Florian Leitner (2015), Text mining - from Bayes rule to dependency parsing

Sentence Segmentation

String Metrics & Matching

word’s stem
am à am
having à hav

word’s lemma
am à be
having à have



Text Summarization

65
Source: Vishal Gupta and Gurpreet S. Lehal (2009), "A survey of text mining techniques and applications," 

Journal of emerging technologies in web intelligence, vol. 1, no. 1, pp. 60-76.
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Text Input
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Topic Modeling

66Source: Blei, David M. "Probabilistic topic models." Communications of the ACM 55, no. 4 (2012): 77-84.



Question 
Answering

(QA)
67



Question Answering System

NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan 68
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IMTKU 
Question Answering System

for 
World History Exams 
at NTCIR-13 QALab-3

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan



NTCIR-9 Workshop, December 6-9, 2011, Tokyo, Japan
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IMTKU Textual Entailment System for 
Recognizing Inference in Text 

at NTCIR-10 RITE-2

Tamkang
University

myday@mail.tku.edu.tw
NTCIR-10 Conference, June 18-21, 2013, Tokyo, Japan

Department of Information Management 
Tamkang University, Taiwan

Chun Tu Hou-Cheng Vong Shih-Wei Wu Shih-Jhen HuangMin-Yuh Day

Tamkang University 2013

mailto:myday@mail.tku.edu.tw


Ya-Jung WangMin-Yuh Day Che-Wei Hsu

Huai-Wen Hsu

En-Chun Tu

IMTKU Textual Entailment System for 
Recognizing Inference in Text at NTCIR-11 RITE-VAL

2014

Yu-Hsuan TaiShang-Yu Wu Cheng-Chia Tsai
NTCIR-11 Conference, December 8-12, 2014, Tokyo, Japan

Tamkang University

Yu-An Lin



IMTKU Question Answering System for 

World History Exams at NTCIR-12 QA Lab2

myday@mail.tku.edu.tw
NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan

Min-Yuh Day Cheng-Chia Tsai Wei-Chun Chung Hsiu-Yuan Chang Yuan-Jie Tsai Jin-Kun Lin
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Tamkang University
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Sagacity Technology
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IMTKU Question Answering System for 
World History Exams at NTCIR-13 QALab-3

myday@mail.tku.edu.tw
NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan
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IMTKU System Architecture for NTCIR-13 QALab-3 

75
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• Part-of-speech tagging
• Text segmentation 
• Word sense disambiguation 
• Syntactic ambiguity 
• Imperfect or irregular input 
• Speech acts 

76

Natural Language Processing (NLP)

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



• Question answering 
• Automatic summarization 
• Natural language generation
• Natural language understanding
• Machine translation 
• Foreign language reading 
• Foreign language writing. 
• Speech recognition 
• Text-to-speech 
• Text proofing 
• Optical character recognition

77

NLP Tasks

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



NLP

78Source: http://blog.aylien.com/leveraging-deep-learning-for-multilingual/



79Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Modern NLP Pipeline



Modern NLP Pipeline

80Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/



Deep Learning NLP

81Source: http://mattfortier.me/2017/01/31/nlp-intro-pt-1-overview/



BERT: 
Pre-training of Deep 

Bidirectional Transformers for 
Language Understanding

82
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805



BERT
Bidirectional Encoder Representations from Transformers

83
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805

BERT uses a bidirectional Transformer. 
OpenAI GPT uses a left-to-right Transformer. 
ELMo uses the concatenation of independently trained left-to-right and right- to-left 
LSTM to generate features for downstream tasks. 
Among three, only BERT representations are jointly conditioned on both left and right 
context in all layers.

Pre-training model architectures



BERT input representation

84
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805

The input embeddings is the sum of the token embeddings, the segmentation 
embeddings and the position embeddings.



BERT Sequence-level tasks

85
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805



86
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805

BERT Token-level tasks



General Language Understanding Evaluation  
(GLUE) benchmark 

GLUE Test results

87
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805

MNLI: Multi-Genre Natural Language Inference
QQP: Quora Question Pairs
QNLI: Question Natural Language Inference 
SST-2: The Stanford Sentiment Treebank
CoLA: The Corpus of Linguistic Acceptability 
STS-B:The Semantic Textual Similarity Benchmark
MRPC: Microsoft Research Paraphrase Corpus
RTE: Recognizing Textual Entailment



A High-Level Depiction of 
DeepQA Architecture

88Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



NLP 
Libraries 

and 
Tools

89



Natural Language Processing with Python
– Analyzing Text with the Natural Language Toolkit

90http://www.nltk.org/book/

NLTK

http://www.nltk.org/book/


spaCy

91https://spacy.io/

https://spacy.io/


gensim

92https://radimrehurek.com/gensim/

https://radimrehurek.com/gensim/


TextBlob

93https://textblob.readthedocs.io

https://textblob.readthedocs.io/
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Polyglot

https://polyglot.readthedocs.io/

https://polyglot.readthedocs.io/


scikit-learn

95http://scikit-learn.org/

http://scikit-learn.org/
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http://nlp.stanford.edu/software/index.shtml

Stanford NLP
Software

http://nlp.stanford.edu/software/index.shtml
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http://nlp.stanford.edu:8080/corenlp/processStanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process
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Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process
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Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process
Stanford CoreNLP

Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process
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Tokens
Id Word Lemma Char begin Char end POS NER Normalized NER Speaker
1 Stanford Stanford 0 8 NNP ORGANIZATION PER0
2 University University 9 19 NNP ORGANIZATION PER0
3 is be 20 22 VBZ O PER0
4 located located 23 30 JJ O PER0
5 in in 31 33 IN O PER0
6 California California 34 44 NNP LOCATION PER0
7 . . 44 45 . O PER0

Parse tree
(ROOT (S (NP (NNP Stanford) (NNP University)) (VP (VBZ is) (ADJP (JJ located) (PP (IN in) (NP (NNP California))))) (. .)))

Uncollapsed dependencies

root ( ROOT-0 , located-4 )
nn ( University-2 , Stanford-1 )
nsubj ( located-4 , University-2 )
cop ( located-4 , is-3 )
prep ( located-4 , in-5 )
pobj ( in-5 , California-6 )
Collapsed dependencies

root ( ROOT-0 , located-4 )
nn ( University-2 , Stanford-1 )
nsubj ( located-4 , University-2 )
cop ( located-4 , is-3 )
prep_in ( located-4 , California-6 )
Collapsed dependencies with CC processed

root ( ROOT-0 , located-4 )
nn ( University-2 , Stanford-1 )
nsubj ( located-4 , University-2 )
cop ( located-4 , is-3 )
prep_in ( located-4 , California-6 )

Stanford CoreNLP
Stanford University is located in California. 
It is a great university.

http://nlp.stanford.edu:8080/corenlp/process

http://nlp.stanford.edu:8080/corenlp/process
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http://nlp.stanford.edu:8080/corenlp/process

http://nlp.stanford.edu:8080/corenlp/process


NER for News Article

109

Bill Gates no longer Microsoft's biggest shareholder
By Patrick M. Sheridan  @CNNTech May 2, 2014: 5:46 PM ET

Bill Gates sold nearly 8 million shares of Microsoft over the past 
two days.

NEW YORK (CNNMoney)

For the first time in Microsoft's history, founder Bill Gates is no 
longer its largest individual shareholder.
In the past two days, Gates has sold nearly 8 million shares of 
Microsoft (MSFT, Fortune 500), bringing down his total to roughly 
330 million.

That puts him behind Microsoft's former CEO Steve Ballmer who 
owns 333 million shares.
Related: Gates reclaims title of world's richest billionaire
Ballmer, who was Microsoft's CEO until earlier this year, was one 
of Gates' first hires.
It's a passing of the torch for Gates who has always been the 
largest single owner of his company's stock. Gates now spends 
his time and personal fortune helping run the Bill & Melinda 
Gates foundation.
The foundation has spent $28.3 billion fighting hunger and 
poverty since its inception back in 1997.

http://money.cnn.com/2014/05/02/technology/gates-microsoft-stock-sale/index.html

http://money.cnn.com/2014/05/02/technology/gates-microsoft-stock-sale/index.html


Stanford Named Entity Tagger (NER)

110

http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Classifier: english.muc.7class.distsim.crf.ser.gz

Classifier: english.all.3class.distsim.crf.ser.gz
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Bill Gates no longer <ORGANIZATION>Microsoft</ORGANIZATION>'s biggest 
shareholder By <PERSON>Patrick M. Sheridan</PERSON> @CNNTech <DATE>May 2, 
2014</DATE>: 5:46 PM ET Bill Gates sold nearly 8 million shares of 
<ORGANIZATION>Microsoft</ORGANIZATION> over the past two days. 
<LOCATION>NEW YORK</LOCATION> (CNNMoney) For the first time in 
<ORGANIZATION>Microsoft</ORGANIZATION>'s history, founder <PERSON>Bill 
Gates</PERSON> is no longer its largest individual shareholder. In the <DATE>past two 
days</DATE>, Gates has sold nearly 8 million shares of 
<ORGANIZATION>Microsoft</ORGANIZATION> 
(<ORGANIZATION>MSFT</ORGANIZATION>, Fortune 500), bringing down his total to 
roughly 330 million. That puts him behind 
<ORGANIZATION>Microsoft</ORGANIZATION>'s former CEO <PERSON>Steve 
Ballmer</PERSON> who owns 333 million shares. Related: Gates reclaims title of 
world's richest billionaire <PERSON>Ballmer</PERSON>, who was 
<ORGANIZATION>Microsoft</ORGANIZATION>'s CEO until <DATE>earlier this 
year</DATE>, was one of Gates' first hires. It's a passing of the torch for Gates who has 
always been the largest single owner of his company's stock. Gates now spends his 
time and personal fortune helping run the <ORGANIZATION>Bill & Melinda 
Gates</ORGANIZATION> foundation. The foundation has spent <MONEY>$28.3 
billion</MONEY> fighting hunger and poverty since its inception back in 
<DATE>1997</DATE>.

Stanford NER Output Format: inlineXML

Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process
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Bill/O Gates/O no/O longer/O Microsoft/ORGANIZATION's/O biggest/O shareholder/O By/O 
Patrick/PERSON M./PERSON Sheridan/PERSON @CNNTech/O May/DATE 2/DATE,/DATE 
2014/DATE:/O 5:46/O PM/O ET/O Bill/O Gates/O sold/O nearly/O 8/O million/O shares/O of/O 
Microsoft/ORGANIZATION over/O the/O past/O two/O days/O./O NEW/LOCATION YORK/LOCATION 
-LRB-/OCNNMoney/O-RRB-/O For/O the/O first/O time/O in/O Microsoft/ORGANIZATION's/O 
history/O,/O founder/O Bill/PERSON Gates/PERSON is/O no/O longer/O its/O largest/O individual/O 
shareholder/O./O In/O the/O past/DATE two/DATE days/DATE,/O Gates/O has/O sold/O nearly/O 8/O 
million/O shares/O of/O Microsoft/ORGANIZATION -LRB-/OMSFT/ORGANIZATION,/O Fortune/O 
500/O-RRB-/O,/O bringing/O down/O his/O total/O to/O roughly/O 330/O million/O./O That/O puts/O 
him/O behind/O Microsoft/ORGANIZATION's/O former/O CEO/O Steve/PERSON Ballmer/PERSON 
who/O owns/O 333/O million/O shares/O./O Related/O:/O Gates/O reclaims/O title/O of/O world/O's/O 
richest/O billionaire/O Ballmer/PERSON,/O who/O was/O Microsoft/ORGANIZATION's/O CEO/O 
until/O earlier/DATE this/DATE year/DATE,/O was/O one/O of/O Gates/O'/O first/O hires/O./O It/O's/O 
a/O passing/O of/O the/O torch/O for/O Gates/O who/O has/O always/O been/O the/O largest/O 
single/O owner/O of/O his/O company/O's/O stock/O./O Gates/O now/O spends/O his/O time/O and/O 
personal/O fortune/O helping/O run/O the/O Bill/ORGANIZATION &/ORGANIZATION 
Melinda/ORGANIZATION Gates/ORGANIZATION foundation/O./O The/O foundation/O has/O spent/O 
$/MONEY28.3/MONEY billion/MONEY fighting/O hunger/O and/O poverty/O since/O its/O inception/O 
back/O in/O 1997/DATE./O

Stanford NER Output Format: slashTags

Stanford Named Entity Tagger (NER)
http://nlp.stanford.edu:8080/ner/process

http://nlp.stanford.edu:8080/ner/process


119
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CKIP ��������

http://ckipsvr.iis.sinica.edu.tw/
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http://udn.com/news/story/7323/1653437-%E8%8E%8E%E5%A3%AB%E6%AF%94%E4%BA%9E%E5%9C%A8%E6%B7%A1%E6%B1%9F-
%E9%81%87%E8%A6%8B%E8%B3%BD%E8%90%AC%E6%8F%90%E6%96%AF
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http://ckipsvr.iis.sinica.edu.tw/
CKIP ���������

http://ckipsvr.iis.sinica.edu.tw/
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http://ckipsvr.iis.sinica.edu.tw/
CKIP ���������

http://ckipsvr.iis.sinica.edu.tw/
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Vector Representations of Words

Word Embeddings
Word2Vec

GloVe
124



125Source: https://github.com/fortiema/talks/blob/master/opendata2016sh/pragmatic-nlp-opendata2016sh.pdf

Modern NLP Pipeline



Facebook Research FastText

126
Source: Bojanowski, Piotr, Edouard Grave, Armand Joulin, and Tomas Mikolov. "Enriching word vectors with subword

information." arXiv preprint arXiv:1607.04606 (2016).

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md

Pre-trained word vectors
Word2Vec

wiki.zh.vec (861MB)
332647 word 

300 vec
Pre-trained word vectors for 90 languages, 
trained on Wikipedia using fastText. 

These vectors in dimension 300 were obtained using 
the skip-gram model with default parameters.

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md


Facebook Research FastText
Word2Vec: wiki.zh.vec

(861MB) (332647 word 300 vec)

127https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md


Word Embeddings in LSTM RNN

128Source: https://avisingh599.github.io/deeplearning/visual-qa/
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http://mail.tku.edu.tw/myday/resources/
���
�	��������

 ���;7)$�*
(Department of Information Management, Tamkang University)
/"953$0;7�+&';!
(Resources of Natural Language Processing and Information Retrieval)

1. ��&'=CKIP���8*-
���B��&'=8��,
��<@B	:���4�%�
����B2011.03.31�
CKIP: http://ckipsvr.iis.sinica.edu.tw/

2. ���&'=�1>98.�(The Academia Sinica Bilingual Wordnet)
���&'=�1>98.�(The Academia Sinica Bilingual Wordnet)A
��� ���;7)$�*�(Department of Information Management, 

Tamkang University)�4�%�
���B��&'=A�2��6(95���
��<@B���&'=�1>98.�(The Academia Sinica Bilingual Wordnet) 

�
?#���(1-10��%) ?��BNT$61,000�A
����B2011.05.16�
Sinica BOW: http://bow.ling.sinica.edu.tw/

http://mail.tku.edu.tw/myday/resources/
http://ckipsvr.iis.sinica.edu.tw/
http://bow.ling.sinica.edu.tw/
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http://mail.tku.edu.tw/myday/resources/
���
�	��������

3. &����'��	�� (OpenASQA)
��
�+����'$"��������*�� �)�
��%(+�#��!���
����+2011.05.05�
ASQA: http://asqa.iis.sinica.edu.tw/

http://mail.tku.edu.tw/myday/resources/
http://asqa.iis.sinica.edu.tw/
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http://mail.tku.edu.tw/myday/resources/
���
�	��������

4. ���QL1A>@� (HIT-CIR)NK#G�E
N'Q8
���QL1A>@� 9N��0�WHIT-CIR Chinese Dependency TreebankX
���QL1A>@� �DMM-%�:WHIT-CIR Tongyici Cilin (Extended)X
NKF;/B
(� (SplitSentence: Sentence Splitting)
M4
, (IRLAS: Lexical Analysis System)
�)SVMTool=M!.5 (PosTag: Part-of-speech Tagging)
���UO� (NER: Named Entity Recognition)
�)�"�R�=���4
, (Parser: Dependency Parsing)
�)�=���4
, (GParser: Graph-based DP)
�&MD63 (WSD: Word Sense Disambiguation)
7�ND.5/B (SRL: hallow Semantics Labeling)
Q'H?
NK#GC.NK (LTML: Language Technology Markup Language)
IJ�	

LTMLIJXSL

$2��V���QL1A>@� (HIT-CIR)
$2STV�P$2�G�<�
$2*+V2011.05.03�
HIT IR: http://ir.hit.edu.cn/

http://mail.tku.edu.tw/myday/resources/
http://ir.hit.edu.cn/


NLP Tools: spaCy vs. NLTK

132Source: https://spacy.io/docs/api/



Natural Language Processing (NLP)
spaCy

1. Tokenization
2. Part-of-speech tagging
3. Sentence segmentation
4. Dependency parsing
5. Entity Recognition
6. Integrated word vectors
7. Sentiment analysis
8. Coreference resolution

133Source: https://spacy.io/docs/api/



spaCy: 
Fastest Syntactic Parser

134

SYSTEM LANGUAGE ACCURACY SPEED (WPS)

spaCy Cython 91.8 13,963

ClearNLP Java 91.7 10,271

CoreNLP Java 89.6 8,602

MATE Java 92.5 550

Turbo C++ 92.4 349

Source: https://spacy.io/docs/api/



Processing Speed of  NLP libraries

135

ABSOLUTE (MS PER DOC) RELATIVE (TO SPACY)

SYSTEM TOKENIZE TAG PARSE TOKENIZE TAG PARSE

spaCy 0.2ms 1ms 19ms 1x 1x 1x

CoreNLP 2ms 10ms 49ms 10x 10x 2.6x

ZPar 1ms 8ms 850ms 5x 8x 44.7x

NLTK 4ms 443ms n/a 20x 443x n/a

Source: https://spacy.io/docs/api/



Google SyntaxNet (2016): 
Best Syntactic Dependency Parsing 

Accuracy

136

SYSTEM NEWS WEB QUESTIONS

spaCy 92.8 n/a n/a
Parsey McParseface 94.15 89.08 94.77

Martins et al. (2013) 93.10 88.23 94.21

Zhang and McDonald (2014) 93.32 88.65 93.37

Weiss et al. (2015) 93.91 89.29 94.17

Andor et al. (2016) 94.44 90.17 95.40

Source: https://spacy.io/docs/api/

https://github.com/tensorflow/models/tree/master/syntaxnet
http://www.cs.cmu.edu/~ark/TurboParser/
http://research.google.com/pubs/archive/38148.pdf
http://static.googleusercontent.com/media/research.google.com/en/pubs/archive/43800.pdf
http://arxiv.org/abs/1603.06042


Named Entity Recognition (NER) 

SYSTEM PRECISION RECALL F-MEASURE

spaCy 0.7240 0.6514 0.6858

CoreNLP 0.7914 0.7327 0.7609

NLTK 0.5136 0.6532 0.5750

LingPipe 0.5412 0.5357 0.5384

137



Text Analytics
with Python

138



139Source: https://www.python.org/community/logos/
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Python in Google Colab
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
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Text Classification

Source: https://developers.google.com/machine-learning/guides/text-classification/



Text Classification Workflow
• Step 1: Gather Data
• Step 2: Explore Your Data
• Step 2.5: Choose a Model*
• Step 3: Prepare Your Data
• Step 4: Build, Train, and Evaluate Your Model
• Step 5: Tune Hyperparameters
• Step 6: Deploy Your Model

142Source: https://developers.google.com/machine-learning/guides/text-classification/



143Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Text Classification Flowchart



144Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Text Classification S/W<1500: N-gram



145Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Text Classification S/W>=1500: Sequence



Step 2.5: Choose a Model
Samples/Words < 1500

150,000/100 = 1500

146Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

IMDb review dataset, 
the samples/words-per-sample ratio is ~ 144



147Source: https://developers.google.com/machine-learning/guides/text-classification/step-2-5

Step 2.5: Choose a Model
Samples/Words < 15,000
1,500,000/100 = 15,000
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Texts: 
T1: ’The mouse ran up the clock'
T2: ’The mouse ran down’

Token Index: 
{'the': 1, 'mouse’: 2, 'ran': 3, 'up': 4, 'clock': 5, 'down': 6,}.

NOTE: 'the' occurs most frequently, 
so the index value of 1 is assigned to it.
Some libraries reserve index 0 for unknown tokens,  
as is the case here.

Sequence of token indexes: 
T1: ‘The mouse ran up the clock’ = 

[1,  2,   3, 4,  1,  5]
T1: ’The mouse ran down’ = 

[1,   2,   3,  6]
Source: https://developers.google.com/machine-learning/guides/text-classification/step-3

Step 3: Prepare Your Data



One-hot encoding

149Source: https://developers.google.com/machine-learning/guides/text-classification/step-3

'The mouse ran up the clock’ = 

[ [0, 1, 0, 0, 0, 0, 0], 
[0, 0, 1, 0, 0, 0, 0],
[0, 0, 0, 1, 0, 0, 0],
[0, 0, 0, 0, 1, 0, 0],
[0, 1, 0, 0, 0, 0, 0],
[0, 0, 0, 0, 0, 1, 0] ]

[0, 1, 2, 3, 4, 5, 6]

The 
mouse
ran 
up 
the 
clock

1
2
3
4
1
5



Word embeddings

150Source: https://developers.google.com/machine-learning/guides/text-classification/step-3



Word embeddings

151Source: https://developers.google.com/machine-learning/guides/text-classification/step-3
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t1 = 'The mouse ran up the clock'
t2 = 'The mouse ran down'
s1 = t1.lower().split(' ')
s2 = t2.lower().split(' ')
terms = s1 + s2
sortedset = sorted(set(terms))
print('terms =', terms)
print('sortedset =', sortedset)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
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t1 = 'The mouse ran up the clock'
t2 = 'The mouse ran down'
s1 = t1.lower().split(' ')
s2 = t2.lower().split(' ')
terms = s1 + s2
print(terms)

tfdict = {}
for term in terms:

if term not in tfdict:
tfdict[term] = 1

else:
tfdict[term] += 1

a = []        
for k,v in tfdict.items():

a.append('{}, {}'.format(k,v))
print(a)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
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sorted_by_value_reverse = sorted(tfdict.items(), 
key=lambda kv: kv[1], reverse=True)

sorted_by_value_reverse_dict = 
dict(sorted_by_value_reverse)

id2word = {id: word for id, word in 
enumerate(sorted_by_value_reverse_dict)}

word2id = dict([(v, k) for (k, v) in 
id2word.items()])

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT


155

sorted_by_value = sorted(tfdict.items(), key=lambda kv: kv[1])
print('sorted_by_value: ', sorted_by_value)
sorted_by_value2 = sorted(tfdict, key=tfdict.get, reverse=True)
print('sorted_by_value2: ', sorted_by_value2)
sorted_by_value_reverse = sorted(tfdict.items(), key=lambda kv: kv[1], reverse=True)
print('sorted_by_value_reverse: ', sorted_by_value_reverse)
sorted_by_value_reverse_dict = dict(sorted_by_value_reverse)
print('sorted_by_value_reverse_dict', sorted_by_value_reverse_dict)
id2word = {id: word for id, word in enumerate(sorted_by_value_reverse_dict)}
print('id2word', id2word)
word2id = dict([(v, k) for (k, v) in id2word.items()])
print('word2id', word2id)
print('len_words:', len(word2id))

sorted_by_key = sorted(tfdict.items(), key=lambda kv: kv[0])
print('sorted_by_key: ', sorted_by_key)

tfstring = '\n'.join(a)
print(tfstring)
tf = tfdict.get('mouse')
print(tf)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT


from 
keras.preprocessing.text

import Tokenizer

156Source: https://machinelearningmastery.com/prepare-text-data-deep-learning-keras/
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from keras.preprocessing.text import Tokenizer
# define 5 documents
docs = ['Well done!', 'Good work', 'Great effort', 'nice 
work', 'Excellent!']
# create the tokenizer
t = Tokenizer()
# fit the tokenizer on the documents
t.fit_on_texts(docs)
print('docs:', docs)
print('word_counts:', t.word_counts)
print('document_count:', t.document_count)
print('word_index:', t.word_index)
print('word_docs:', t.word_docs)
# integer encode documents
texts_to_matrix = t.texts_to_matrix(docs, mode='count')
print('texts_to_matrix:')
print(texts_to_matrix)

Source: https://machinelearningmastery.com/prepare-text-data-deep-learning-keras/

from 
keras.preprocessing.text

import Tokenizer



texts_to_matrix = 
t.texts_to_matrix(docs, mode='count')
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docs: ['Well done!', 'Good work', 'Great effort’, 
'nice work', 'Excellent!’] 
word_counts: OrderedDict([('well', 1), ('done', 1), 
('good', 1), ('work', 2), ('great', 1), ('effort', 1), 
('nice', 1), ('excellent', 1)]) 
document_count: 5 
word_index: {'work': 1, 'well': 2, 'done': 3, 'good': 
4, 'great': 5, 'effort': 6, 'nice': 7, 'excellent': 8} 
word_docs: {'done': 1, 'well': 1, 'work': 2, 'good': 1, 
'great': 1, 'effort': 1, 'nice': 1, 'excellent': 1} 
texts_to_matrix: 
[[0. 0. 1. 1. 0. 0. 0. 0. 0.] 
[0. 1. 0. 0. 1. 0. 0. 0. 0.] 
[0. 0. 0. 0. 0. 1. 1. 0. 0.] 
[0. 1. 0. 0. 0. 0. 0. 1. 0.] 
[0. 0. 0. 0. 0. 0. 0. 0. 1.]]

Source: https://machinelearningmastery.com/prepare-text-data-deep-learning-keras/



t.texts_to_matrix(docs, mode='tfidf')
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texts_to_matrix: 
[[0. 0. 1.25276297 1.25276297 0. 0. 0. 0. 0. ] 
[0. 0.98082925 0. 0. 1.25276297 0. 0. 0. 0. ] 
[0. 0. 0. 0. 0. 1.25276297 1.25276297 0. 0. ] 
[0. 0.98082925 0. 0. 0. 0. 0. 1.25276297 0. ] 
[0. 0. 0. 0. 0. 0. 0. 0. 1.25276297]]

from keras.preprocessing.text import Tokenizer
# define 5 documents
docs = ['Well done!', 'Good work', 'Great effort', 'nice work', 
'Excellent!']
# create the tokenizer
t = Tokenizer()
# fit the tokenizer on the documents
t.fit_on_texts(docs)
print('docs:', docs)
print('word_counts:', t.word_counts)
print('document_count:', t.document_count)
print('word_index:', t.word_index)
print('word_docs:', t.word_docs)
# integer encode documents
texts_to_matrix = t.texts_to_matrix(docs, mode='tfidf')
print('texts_to_matrix:')
print(texts_to_matrix)

Source: https://machinelearningmastery.com/prepare-text-data-deep-learning-keras/



NLTK (Natural Language Toolkit)

160http://www.nltk.org/

http://www.nltk.org/
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conda list
nltk 3.2.2 py36_0
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help('modules')
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import nltk 

Source: http://www.nltk.org/

http://www.nltk.org/


164Source: http://www.nltk.org/

import nltk
nltk.download()

http://www.nltk.org/
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import nltk
nltk.download()

Source: http://www.nltk.org/

http://www.nltk.org/
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import nltk
nltk.download()

Source: http://www.nltk.org/

http://www.nltk.org/


nltk_data
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At eight o'clock on 
Thursday morning Arthur 
didn't feel very good.

168Source: http://www.nltk.org/

http://www.nltk.org/


[('At', 'IN'),
('eight', 'CD'),

("o'clock", 'NN'),
('on', 'IN'),

('Thursday', 'NNP'),
('morning', 'NN'),
('Arthur', 'NNP'),
('did', 'VBD'),
("n't", 'RB'),
('feel', 'VB'),
('very', 'RB'),
('good', 'JJ'),

('.', '.')]
169Source: http://www.nltk.org/

http://www.nltk.org/
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import nltk
sentence = "At eight o'clock on Thursday morning Arthur didn't feel very good."

tokens = nltk.word_tokenize(sentence)
tokens

print(tokens)

Source: http://www.nltk.org/

http://www.nltk.org/
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tagged = nltk.pos_tag(tokens)
tagged[0:6]

Source: http://www.nltk.org/

http://www.nltk.org/
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tagged

Source: http://www.nltk.org/

http://www.nltk.org/
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print(tagged)

[('At', 'IN'), ('eight', 'CD'), ("o'clock", 'NN'), ('on', 'IN'), 
('Thursday', 'NNP'), ('morning', 'NN'), ('Arthur', 'NNP'), ('did', 
'VBD'), ("n't", 'RB'), ('feel', 'VB'), ('very', 'RB'), ('good', 
'JJ'), ('.', '.')]

At eight o'clock on Thursday morning 
Arthur didn't feel very good.

Source: http://www.nltk.org/

http://www.nltk.org/
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Tree('S', [('At', 'IN'), ('eight', 'CD'), ("o'clock", 'JJ'),
('on', 'IN'), ('Thursday', 'NNP'), ('morning', 'NN'),

Tree('PERSON', [('Arthur', 'NNP')]),
('did', 'VBD'), ("n't", 'RB'), ('feel', 'VB'),
('very', 'RB'), ('good', 'JJ'), ('.', '.')])

entities = nltk.chunk.ne_chunk(tagged)
entities

Source: http://www.nltk.org/

http://www.nltk.org/
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from nltk.corpus import treebank
t = treebank.parsed_sents('wsj_0001.mrg')[0]
t.draw()

Source: http://www.nltk.org/

http://www.nltk.org/
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wsj_0001.mrg
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wsj_0001.mrg

Source: http://www.nltk.org/

http://www.nltk.org/


Pragmatic NLP

178https://github.com/fortiema/notebooks/blob/master/Pragmatic%20NLP.ipynb

https://github.com/fortiema/notebooks/blob/master/Pragmatic%20NLP.ipynb


Python Jieba��������

179https://github.com/fxsjy/jieba

https://github.com/fxsjy/jieba


180

import jieba
import jieba.posseg as pseg
sentence = "�����������	�
�����"
words = jieba.cut(sentence)
print(sentence)
print(" ".join(words)) 
wordspos = pseg.cut(sentence)
result = '' 
for word, pos in wordspos:

print(word + ' (' + pos + ')')
result = result + ' ' + word + '(' + pos + ')'

print(result.strip())

Python Jieba��������



import jieba
words = jieba.cut(sentence)

181



• https://github.com/fxsjy/jieba
• jieba.set_dictionary('data/dict.txt.big')
– #/anaconda/lib/python3.5/site-packages/jieba
– dict.txt (5.4MB)(349,046)
– dict.txt.big.txt (8.6MB)(584,429)
– dict.txt.small.txt (1.6MB)(109,750)
– dict.tw.txt (4.2MB)(308,431)

• https://github.com/ldkrsi/jieba-zh_TW
–	�������
���

182

Python Jieba��������



AI and Deep Machine Learning
• Artificial Intelligence (AI)

– AI is the broadest term, applying to any technique that 
enables computers to mimic human intelligence, using 
logic, if-then rules, decision trees, and machine learning 
(including deep learning).

• Machine Learning (ML)
– The subset of AI that includes abstruse statistical 

techniques that enable machines to improve at tasks with 
experience. The category includes deep learning.

• Deep Learning (DL)
– The subset of machine learning composed of algorithms 

that permit software to train itself to perform tasks, like 
speech and image recognition, by exposing multilayered 
neural networks to vast amounts of data.

183Source: http://fortune.com/ai-artificial-intelligence-deep-machine-learning/



TensorFlow NLP Examples

• Basic Text Classification 
(Text Classification) (46 Seconds)
– https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/

keras/basic_text_classification.ipynb

• NMT with Attention 
(20-30 minutes)
– https://colab.research.google.com/github/tensorflow/tensorflow/blob/master/tensorflow

/contrib/eager/python/examples/nmt_with_attention/nmt_with_attention.ipynb

184

https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/keras/basic_text_classification.ipynb
https://colab.research.google.com/github/tensorflow/tensorflow/blob/master/tensorflow/contrib/eager/python/examples/nmt_with_attention/nmt_with_attention.ipynb


Text Classification
IMDB Movie Reviews

185

https://colab.research.google.com/drive/1x16h1GhHsLIrLYtPCvCHaoO1W-i_gror

Source: https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/keras/basic_text_classification.ipynb

https://colab.research.google.com/drive/1x16h1GhHsLIrLYtPCvCHaoO1W-i_gror
https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/keras/basic_text_classification.ipynb


Summary

186

• Text Analytics and Text Mining
• Natural Language Processing (NLP)
• Text Analytics with Python
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(Text Analytics and 
Natural Language Processing)
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