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Al and Big Data Analytics in Finance
o &kFF (spring 2017) (EMBA IMTKU)

— (Financial Technology, FinTech)

o B1F5 2Rk R FIFE 5 (Fall 2017) (EMBA IMTKU)

— Big Data Analytics in Finance
o NI & E I F 4 H (Fall 2018) (EMBA IMTKU)

— Artificial Intelligence for Investment Analysis

* B EEeRRREIFE 0
— Al in Finance Big Data Analytics

o« NI E A7 E A

— Artificial Intelligence and Financial Application
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B R (Week) H 2j (Date) ™M % (Subject/Topics)

1 2018/09/13 AT EHX B W REZN L
(Course Orientation on Artificial Intelligence for
Investment Analysis)

2 2018/09/20 Al & @kft4k: & fkAkF; £ #7 & H

(Al in FinTech: Financial Services Innovation and Application)

3 2018/09/27 #% % AIERTER P HLAIR KM B A
(Robo-Advisors and Al Chatbots)

4 2018/10/04 3% %« ¥2 £ 1 47 2 Bt 7 42
(Investing Psychology and Behavioral Finance)

5 2018/10/11 Bt# 4 &k E 1+t % 7% (Event Studies in Finance)
6 2018/10/18 AT E&XE B EM R |

(Case Study on Artificial Intelligence for Investment Analysis |)
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7 2018/10/25 Python Al3% & »-#7 2L 5

(Foundations of Al Investment Analysis in Python)
8 2018/11/01 Python Pandas=4ti% & %41

(Quantitative Investing with Pandas in Python)
9 2018/11/08 Python Scikit-Learn #% 35 22 &

(Machine Learning with Scikit-Learn In Python)
10 2018/11/15 H#R ¥ 2k & (Midterm Project Report)
11 2018/11/22 TensorFlow i & % 8 B4 %5 85 Fel A 7 72 ] |

(Deep Learning for Financial Time Series Forecasting
with TensorFlow )

12 2018/11/29 TensorFlow i & 5 H A4 %5 0 Rl & 7 T2 8] Il
(Deep Learning for Financial Time Series Forecasting
with TensorFlow lI)
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13 2018/12/06 AT EHXE B EH R I

(Case Study on Artificial Intelligence for Investment Analysis Il)

14 2018/12/13 TensorFlow & & £ 8 84 % 8% R & 5] 72 8] NI
(Deep Learning for Financial Time Series Forecasting
with TensorFlow lII)

15 2018/12/20 # E MG AELERZ AR S
(Portfollo Optimization and Algorithmic Trading)

16 2018/12/27 B #R3E 3 k& ¥E (Natural Language Processing)
17 2019/01/03 #g rk#k % | (Final Project Presentation I)
18 2019/01/10 #g rk=k % Il (Final Project Presentation )




Selected Research Publications

 Journal Publications

1.

Min-Yuh Day, Manhwa Wu, Paoyu Huang, and Yensen Ni (2018),
"Investing Strategies as the Sharp Movement in Exchange Rates
Occurred— Evidence for the Constituent Stocks of SSE 50 and TW 50",
The Journal of Investing, , Volume 27, Issue 4, Winter 2018, pp. 58-68.

. Min-Yuh Day, Paoyu Huang, Yensen Ni, and Yuhsin Chen (2018),

"Do Implicit Phenomena Matter? Evidence from China Stock Index
Futures", The Journal of Alternative Investments, Volume 21, Issue 1,
Summer 2018, pp. 79-91.

Yensen Ni, Yirung Cheng, Paoyu Huang, and Min-Yuh Day (2018),
"Trading strategies in terms of continuous rising (falling) prices or
continuous bullish (bearish) candlesticks emitted", Physica A: Statistical
Mechanics and its Applications, Volume 501, 1 July 2018, pp. 188-204.

Min-Yuh Day, Paoyu Huang, Yensen Ni, and Yuhsin Chen (2018),
"Do Intraday Large Price Changes Matter for Trading Index Futures?

Evidence from China Futures Markets", Journal of Financial Studies,
Volume 26, Number 2, June 2018, pp. 139-174.




Selected Research Publications

e Conference Publications

1. Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018),
"Al Robo-Advisor with Big Data Analytics for Financial Services",
in Proceedings of the 2018 IEEE/ACM International Conference
on Advances in Social Networks Analysis and Mining (ASONAM
2018), Barcelona, Spain, August 28-31, 2018.

2. Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018),
"Artificial Intelligence for Conversational Robo-Advisor", in
Proceedings of the 2018 IEEE/ACM International Conference on
Advances in Social Networks Analysis and Mining (ASONAM
2018), Barcelona, Spain, August 28-31, 2018.

3. Min-Yuh Day and Chao-Yu Chen (2018),
"Artificial Intelligence for Automatic Text Summarization", in
Proceedings of the 2018 IEEE 18th International Conference on
Information Reuse and Integration (IEEE IRl 2018), Salt Lake
City, Utah, USA, July 7-9, 2018.



Selected Research Publications

e Conference Publications

4. Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018), "Artificial
Intelligence for Time Series Forecasting in Financial Markets",
International Conference on INTERNET STUDIES (NETs 2018),
Takamatsu, Japan, April 2-4, 2018.

5. Min-Yuh Day, Chao-Yu Chen, Wan-Chu Huang, I-Hsuan Huang, Shi-Ya
Zheng, Tz-Rung Chen, Min-Chun Kuo, Yue-Da Lin, and Yi-Jing Lin
(2017), "IMTKU Question Answering System for World History Exams
at NTCIR-13 QA Lab-3", The 13th NTCIR Conference on Evaluation of
Information Access Technologies (NTCIR-13), Tokyo, Japan, December
5-8, 2017.

6. Min-Yuh Day and Yue-Da Lin, "Deep Learning for Sentiment Analysis
on Google Play Consumer Review", The 6th IEEE International
Workshop on Empirical Methods for Recognizing Inference in Text
(IEEE EM-RITE 2017), August 4-6, 2017, in Proceedings of the 2017
IEEE 18th International Conference on Information Reuse and
Integration (IEEE IRI 2017), San Diego, CA, USA, August 4-6, 2017.
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Selected Research Publications

Conference Publications
7. HEZ R TETF e s BEH
B BRATEBEHEXEMBEA F9EREE?
& 39 £ 475 3 @ The 29th International Conference of
Information Management (ICIM2018), Taichung, Taiwan,
June 3, 2018.
8. RFEXR BIHK E2XRE - R&EF - HREZE > BEH
AL EBERREFTERER, £29E RIEF N E 240
2t & The 29th International Conference of Information
Management (ICIM2018), Taichung, Taiwan, June 3, 2018.
O. [REBAT » B H » ALFEABHXAFHEAR, %295
B S 32 2L 47 A2t @ The 29th International
Conference of Information Management (ICIM2018),
Taichung, Taiwan, June 3, 2018.
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Al for
Business
Applications in
Financial Industry



Business
Intelligence,
Analytics,
and Data Science



Business Intelligence, Analytics, and Data Science:
A Managerial Perspective, 4th Edition,
Ramesh Sharda, Dursun Delen, and Efraim Turban,
Pearson, 2017.

BUSINESS
INTELLIGENCE,
ANALYTICS, ®
AND DATA
SCIENCE e
A Manageria .

P SpeClny

| ! e -
L]
§°
Ramaesn Sharda . .
Dursun Dolon '0 .

Efraim Turban

P

Source: https://www.amazon.com/Business-Intelligence-Analytics-Data-Science/dp/0134633288
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Artificial
Intelligence
(Al)




Al, Big Data, Cloud Computing
Evolution of Decision Support,
Business Intelligence, and Analytics

Al Cloud Computing Big Data
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Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson 19



Business Analytics

Business Analytics

i |
| |
| Predictive Prescriptive l
| i :
| |
¥ ' '
|5 What happened? | What will happen? What should | do? I
| § What is happening? | Why will it happen? Why should | do it? |
= | :
| , !
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Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson






Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“ . the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by
machines or

software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

26



4 Approaches of Al

2.
Thinking Humanly:
The Cognitive
Modeling Approach

3.
Thinking Rationally:
The “Laws of Thought”
Approach

1.

Acting Humanly:
The Turing Test
Approach s

4.
Acting Rationally:
The Rational Agent
Approach

27



Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

Natural Language Processing (NLP)
Knowledge Representation
Automated Reasoning

Machine Learning (ML)

Computer Vision

Robotics

28



Artificial Intelligence (A.l.)

Timeline

A.l. TIMELINE & -
m ‘:\ ‘A’-,'

1950 1955 1961 1964 1966 A.l. 1997 1998

Computer scientist Term ‘artificial First industrial robot, Pioneering chatbot The "first electronic WI NTER Deep Blue, a chess- Cynthia Breazeal at MIT
Alan Turing proposes a  intelligence’ is coined Unimate, goes to work  developed by Joseph person’ from Stanford, Many false starts and playing computer from  introduces KISmet, an
test for machine by computer scientist,  at GM replacing Weizenbaum at MIT Shakey is a general- dead-ends leave Al out |BM defeats world chess emotionally intelligent
intelligence. If a John McCarthy to humans on the holds conversations purpose mobile robot ;1o 014 champion Garry robot insofar as it
machine can trick describe “the science assembly line with humans that reasons about Kasparov detects and responds
humans into thinking it  and engineering of its own actions to people’s feelings

is human, then it has making intelligent

intelligence machines”

<0+ AlphaGo

1999 2002 2011 2011 2014 2014 2016 2017

Sony launches first First mass produced Apple integrates Siri, IBM’s question Eugene Goostman, a Amazon launches Alexa, Microsoft's chatbotTay = Google’s A.l. AlphaGo
consumer robot pet dog autonomous robotic an intelligent virtual answering computer chatbot passes the an intelligent virtual goes rogue on social beats world champion
AIBO (Al robot) with vacuum cleaner from assistant with a voice Watson wins first place  Turing Test with a third  assistant with a voice media making Ke Jie in the complex
skills and personality iRobot learns to navigate interface, into the on popular $1M prize of judges believing interface that completes inflammatory and board game of Go,
that develop overtime  and clean homes iPhone 4S television quiz show Eugene is human shopping tasks offensive racist notable for its vast
Jeopardy comments number (2179) of

possible positions




Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL
INTELUGENCE

e IR MACHINE
LEARNING

DEEP

A

1950's 1960’s 1970’s 1980's 1990's 2000's 2010's

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



Al, ML, DL

4 Artificial Intelligence (Al) A
4 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
. GAN )

Semi-supervised l Reinforcement

k Learning Learning ) )




3 Machine Learning Algorithms

TEMPORAL

DIFFERENCE

RENFORCEMENT LEARNING

G-LEARNING

K-MEANS
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LEARNING
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LINEAR
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LEARNING
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NEURAL NETWORK

REGRESSION
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LEARNING

RANDOM
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LINEAR
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Machine Learning (ML) / Deep Learning (DL)

-

Machine
Learning
(ML)

o

Supervised
Learning

1

Unsupervised
Learning

|

1

Reinforcement
Learning

|

Decision Tree
~ Classifiers |

Linear
~ Classifiers

Rule-based
~ Classifiers

[ Probabilistic |

~ Classifiers |
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Machine Learning (ML)

Meaningful
Compression

Structure Image

. o Customer Retention
Discovery Classification

Big data Dimensionality Feature Idenity Fraud

isualistai : Classification Diagnostics
Visualistaion Reduction Elicitation Detection g

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
*
M ac h I n e Population

Growth
Prediction

Recommender Unsupervised Supervised

Systems

Clustering Regression
Targetted

Marketing

Market
Forecasting

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

HEZRE e Skill Acquisition

Learning Tasks
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Deep Learning and
Neural Networks

Input Layer Hidden Layer Output Layer
(X) (H) (Y)

X1

X2
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Deep Learning and

Neural Networks

Input Layer Hidden Layer Output Layer
(X) (H) (Y)




Deep Learning and
Neural Networks

Input Layer Hidden Layers Output Layer
(X) (H) (Y)

Deep Neural Networks
Deep Learning




Time Series Data

(100, 110, 120, 130, 140, 150]

O

X Y

[100 110 120 130 140] 150
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Long Short Term Memory (LSTM)
for Time Series Forecasting

TIITT

LSTM H LSTM H LSTM H LSTM H LSTM

© © © © é;
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Recurrent
Neural Networks

(RNN)




Recurrent Neural Networks (RNN)

TTrTYTTY

hidden

Input



Recurrent Neural Networks (RNN)
Time Series Forecasting

110 120 130 140 150
Input @

hidden
100 110 120 130 140




Recurrent Neural Networks (RNN)

output

hidden

?
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Recurrent Neural Networks (RNN)

Time Series Forecasting
150

output

hidden ?
Input @
0 110 120 130 140
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Recurrent Neural Networks (RNN)
Sentiment Analysis W

¢
PP

This movie IS very good
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Recurrent Neural Networks (RNN)
Sentiment Analysis

¢
PP

This movie IS very boring
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The Quant Finance PyData Stack

@ PyThalesians  zj,jine DX Analytics

PyAlgoTrade
QuantLib

Quantopian

Ehylables Neto

' StatsModlels @&[ SCi k| Es-ima ge

Statistics in Pytlnon w image processing in python

& matplotlib pandas i
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@ python




Home Installation Documentation ~

Classification

Identifying to which category an object be-
longs to.

Applications: Spam detection, Image recog-
nition.

Algorithms: SVM, nearest neighbors, ran-
dom forest, ... — Examples

Dimensionality reduction

Reducing the number of random variables to
consider.

Applications: Visualization, Increased effi-
ciency

Algorithms: PCA, feature selection, non-
negative matrix factorization. — Examples

Scikit-Learn

Examples

e Custom Search | :’

scikit-learn

Machine Learning in Python

Regression

Predicting a continuous-valued attribute asso-
ciated with an object.

Applications: Drug response, Stock prices.
Algorithms: SVR, ridge regression, Lasso,
— Examples

Model selection

Comparing, validating and choosing parame-
ters and models.

Goal: Improved accuracy via parameter tun-
ing

Modules: grid search, cross validation, met-
rics. — Examples

Source: http://scikit-learn.org/

Clustering

Automatic grouping of similar objects into
sets.

Applications: Customer segmentation,
Grouping experiment outcomes

Algorithms: k-Means, spectral clustering,
mean-shift, ... — Examples

Preprocessing

Feature extraction and normalization.

Application: Transforming input data such as

text for use with machine learning algorithms.

Modules: preprocessing, feature extraction.
— Examples

50
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Google TensorFlow

TensorFIOW M Install Learn APl ¥ Resources ¥ Community O\ GITHUB

An open source machine learning

framework for everyone

GET STARTED

£ 2

TensorFlow Dev Summit 2019  TensorFlow 1.12 is herel! High-level APIs in TensorFlow
2.

The 2019 TensorFlow Dev Summit is back TensorFlow 1.12 is available, see the release 0

March 6-7! Space is limited - request an notes for the latest updates.

By using Keras as the high-level API for the
invite to stay up to date. upcoming TensorFlow 2.0 release, we will
make it easier for developers new to
machine learning to get started while
providing advanced capabilities for
researchers.

https://www.tensorflow.org/ 51
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Google TensorFlow

TensorFIOW M Install Learn APl ¥ Resources ¥ Community O\ GITHUB

An open source machine learning

framework for everyone

GET STARTED

£ 2

TensorFlow Dev Summit 2019  TensorFlow 1.12 is herel! High-level APIs in TensorFlow
2.

The 2019 TensorFlow Dev Summit is back TensorFlow 1.12 is available, see the release 0

March 6-7! Space is limited - request an notes for the latest updates.

By using Keras as the high-level API for the
invite to stay up to date. upcoming TensorFlow 2.0 release, we will
make it easier for developers new to
machine learning to get started while
providing advanced capabilities for
researchers.

https://www.tensorflow.org/ 52
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Google Dopamine

A
SN

Dopamine is a research framework
for fast prototyping of

reinforcement learning algorithms.
https://github.com/google/dopamine
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PyTorch

PyTO rch Get Started Features Ecosystem Blog Tutorials Docs Resources GitHub

FROM
RESEARCH TO
PRODUCTION

e deep learning platform that provides a seamless path from
esear ch prototyping to production deployment.

Get Started >

KEY FEATURES &
CAPABILITIES

http://pytorch.org/


http://pytorch.org/

Scikit-Learn Machine Learning Map

classification scikit-learn

NOT
WORKING

NOT
WORKING

get
more

data

NO
NO
NO NOT YES
YES
WORKING <1 OOK

samples

predicting a
ves | category

YES

NO,
NOT do you have

WORKING labeled <100K e

samples

YES \
predicting a \
number of quantity

categories

NO data
known
just
YES

regression

few features
should be
important

clustering

NOT
WORKING

oT
WORKING

YES

samples NO

>~ dimensionality
redicting 3
% reduction

Source: http://scikit-learn.org/stable/tutorial/machine learning map/index.html

algorithm cheat-sheet
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Iris flower data set

setosa versicolor virginica

56



Iris Classfication

Versncolor



iris.data
https://archive.ics.uci.edu/ml/machine-learning-databases/iris/iris.data
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sepal_length

petal_length

Iris Data Visualization
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Source: https://seaborn.pydata.org/generated/seaborn.pairplot.html



Data Visualization in Google Colab

https://colab.research.google.com/drive/1KRqtEUd2Hg4dM2au9bfVQKrxWnWN309-

€O datav.ipynb - Colaboratory X +

cC @ https://colab.research.google.com/drive/1IKRqtEUd2Hg4dM2au9bfVQKrxWnWN309-?authuser=2 DA ¢ &)

& A w
CO datav.ipynb Bl COMMENT 2% SHARE 0
File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL ¥ CELL

/ CONNECTED ~ 2 EDITING A

° import seaborn as sns :
sns.set(style="ticks", color_codes=True)
iris = sns.load_dataset("iris")
g = sns.pairplot(iris, hue="species").

[

sepal_length

45
40
£
g3
;l
B3
]
25 +
20 +
peces
e setosa
T w ® ersicolor
i ® \irginica

Source: https://seaborn.pydata.org/generated/seaborn.pairplot.html bU


https://colab.research.google.com/drive/1KRqtEUd2Hg4dM2au9bfVQKrxWnWN3O9-

import seaborn as sns
sns.set(style="ticks", color codes=True)

iris =

sns.load dataset("iris")

g = sns.pairplot(iris, hue="species")
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Source: https://seaborn.pydata.org/generated/seaborn.pairplot.html

61



Machine Learning
Supervised Learning

Classification
and
Prediction



< C

Classification and Prediction

https://colab.research.google.com/drive/1QE7fR20xHIQ0 p6l1nnZDIFF354Nf Lw

@ https://colab.research.google.com/drive/1QE7fR20xHiQ0_p6I1nnZDIFF354Nf_Lw?authuser=2#scrollTo=qlwuq9mOESyS D% &)

& Classification_Prediction.ipynb

File Edit View Insert Runtime Tools Help

£ CODE

TEXT 4 CELL ¥ CELL

3 -~ Data Mining and Machine Learning in Google Colab

[17]

# Import libraries

import numpy as np

import pandas as pd

$matplotlib inline

import matplotlib.pyplot as plt

import seaborn as sns

from pandas.plotting import scatter matrix

# Import sklearn

from sklearn import model_selection

from sklearn.metrics import classification_report
from sklearn.metrics import confusion_matrix

from sklearn.metrics import accuracy_score

from sklearn.linear_model import LogisticRegression
from sklearn.tree import DecisionTreeClassifier
from sklearn.neighbors import KNeighborsClassifier
from sklearn.discriminant analysis import LinearDiscriminantAnalysis
from sklearn.naive_ bayes import GaussianNB

from sklearn.svm import SVC

from sklearn.neural_ network import MLPClassifier
print("Imported")

# Load dataset

url = "https://archive.ics.uci.edu/ml/machine-learning-databases/iris/iris.data"
names = [ 'sepal-length', 'sepal-width', 'petal-length', 'petal-width', 'class']
df = pd.read csv(url, names=names)

print(df.head(10))
print(df.tail(10))
print(df.describe())
print(df.info())

print(df.shape)
print(df.groupby('class').size())

plt.rcParams["figure.figsize"] = (10,8)
df.plot(kind='box', subplots=True, layout=(2,2), sharex=False, sharey=False)
plt.show()

df.hist()
nlt+ chaw()

Bl COMMENT 2% SHARE o

+/ CONNECTED ~ /' EDITING

A

https://colab.research.google.comkdrive/ 1QE7fR20xHiIQ0

p6I1nnZDIFF354Nf_Lw
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https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw

# Make predictions on validation dataset
model = SVC()

model.fit (X train, Y train)

predictions = model.predict (X validation)
print ("%.4f" % accuracy_ score(Y _validation,
predictions))

print (confusion matrix (Y validation,
predictions))

print (classification report (Y validation,
predictions))

print (model)

https://colab.research.google.com/drive/1QE7fR20xHiQ0 p6l1nnZDIFF354Nf Lw



https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw

model = SVC()
model.fit (X train, Y train)
predictions = model.predict (X validation)

# Make predictions on validation dataset

model = SVC()

model.fit(X train, Y train)

predictions = model.predict(X_validation)

print("%.4f" % accuracy score(Y validation, predictions))
print(confusion matrix(Y validation, predictions))
print(classification report(Y validation, predictions))
print (model)

0.9333
[[ 7 0 0]
[ 0 10 2]
[ O 0 11]]
precision recall fl-score support
Iris-setosa 1.00 1.00 1.00 7
Iris-versicolor 1.00 0.83 0.91 12
Iris-virginica 0.85 1.00 0.92 11
avg / total 0.94 0.93 0.93 30

SVC(C=1.0, cache size=200, class weight=None, coef0=0.0,
decision function shape='ovr', degree=3, gamma='auto', kernel='rbf'
max iter=-1, probability=False, random state=None, shrinking=True,
t0l=0.001, verbose=False)

https://colab.research.google.com/drive/1QE7fR20xHiQ0 p6l1nnZDIFF354Nf Lw
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Deep Learning for
Financial Time Series Forecasting

https://colab.research.google.com/drive/1aEK0eSev8Q-YOnNNY32geFk7CB8pVgSQM

CO & Deep_Learning_for_Financial_Time_Series_Forecasting.ipynb 77

File Edit View Insert Runtime Tools Help
CODE TEXT 4 CELL ¥ CELL

1 # univariate data preparation

° 2 from numpy import array
3 # split a univariate sequence into samples
4 def split_sequence(sequence, n_steps):

5 X, y = list(), list()

6 for i in range(len(sequence)):

7 # find the end of this pattern

8 end_ix = i + n_steps

9 # check if we are beyond the sequence

10 if end_ix > len(sequence)-1:

11 break

12 # gather input and output parts of the pattern
13 seq_X, seq y = sequence[i:end_ix], sequence[end_ix]
14 X.append(seq_x)

15 y.append(seq_y)

16 return array(X), array(y)

17 # define input sequence

18 raw_seq = [10, 20, 30, 40, 50, 60, 70, 80, 90]
19 # choose a number of time steps

20 n_steps = 3

21 # split into samples

22 X, y = split_sequence(raw_seq, n_steps)

23 # summarize the data

24 for i in range(len(X)):

25 print(X[i], y[i])

> [10 20 30] 40
[20 30 40] 50
[30 40 50] 60
[40 50 60] 70
[50 60 70] 80
[60 70 80] 90

Source: https://machinelearningmastery.com/how-to-develop-Istm-models-for-time-series-forecasting/
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Deep Learning for
Financial Time Series Forecasting

https://colab.research.google.com/drive/1aEK0eSev8Q-YOnNNY32geFk7CB8pVgSQM

& Deep_Learning_for_Financial_Time_Series_Forecasting.ipynb 7
P- g-for- - - - 9-1py Bl COMMENT 2% SHARE 0
File Edit View Insert Runtime Tools Help
CODE TEXT 4 CELL ¥ CELL / CONNECTED + /’ EDITING A
§ -~ LSTM for Time Series Forecasting
° # univariate lstm example E

[

from numpy import array

from keras.models import Sequential
from keras.layers import LSTM

from keras.layers import Dense
import matplotlib.pyplot as plt
gmatplotlib inline

# define dataset

X = array([[100, 110, 120], [110, 120, 130], [120, 130, 140], [130, 140, 150], [140, 150, 1601])
y = array([130, 140, 150, 160, 170])

# reshape from [samples, timesteps] into [samples, timesteps, features]
X = X.reshape((X.shape[0], X.shape[l], 1))

# define model

model = Sequential()

model.add(LSTM(50, activation='relu', input_shape=(3, 1)))
model.add(Dense(1l))

model.compile(optimizer="'adam', loss='mse')

# fit model

history = model.fit(X, y, epochs=2000, verbose=0)

# demonstrate prediction

x_input = array([150, 160, 170])

x_input = x input.reshape((1l, 3, 1))

yhat = model.predict(x_input, verbose=0)

print('yhat', yhat)

print (model.summary())

# list all data in history

print(history.history.keys())

# summarize history for loss

print('loss:', '%f'shistory.history['loss'][-1])
print('loss:', history.history['loss'][-1])
plt.plot(history.history['loss'])

plt.title('model loss')

plt.ylabel('loss')

plt.xlabel('epoch')

plt.show()

yhat [[181.34615]]

Source: https://machinelearningmastery.com/how-to-develop-Istm-models-for-time-series-forecasting/ 67


https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM

Deep Learning for
Financial Time Series Forecasting

https://colab.research.google.com/drive/1aEK0eSev8Q-YOnNY32geFk7CB8pVgSQM

—— Actual
—— Train
Test

Source: https://github.com/yash-1337/AAPL_LSTM_Stock Predictor/blob/master/AAPL_daily LSTM_stock predictor.ipynb
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FinTech




Robo-Advisors




FinTech high-level classification

Source: Paolo Sironi (2016), “FinTech Innovation: From Robo-Advisors to Goal Based Investing and Gamification”, Wiley. 71
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From Algorithmic Trading
to Personal Finance Bots:
41 Startups Bringing

Al to Fintech




From Algorithmic Trading To Personal Finance Bots:
41 Startups Bringing Al To Fintech

Al in Fintech

41 Startups Bringing Artificial Intelligence To Fintech
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Artificial Intelligence (Al) in Fintech

General Purpose/ Predictive Analytics
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FinTech



Financial Technology
FinTech
“providing
financial services
by making use of
software and
modern technology”



Financial
Services




Financial Services

Source: http://www.crackitt.com/7-reasons-why-your-fintech-startup-needs-visual-marketing/
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FinTech:

Financial Services Innovation

1. Payments
2. Insurance
3. Deposits & Lending
4. Capital Raising
5. Investment Management
6. Market Provisioning



FinTech: Investment Management
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5 FinTech: Investment Management
Empowered Investors
Process Externalization



FinTech: Market Provisioning
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6 FinTech: Market Provisioning
Smarter, Faster Machines
New Market Platforms



The New Alpha: 30+ Startups
Providing Alternative Data For
Sophisticated Investors

New sources of data mined by
startups like Foursquare, Premise,
and Orbital Insight are letting
investors understand trends
before they happen.



The New Alpha: 30+ Startups Providing
Alternative Data For Sophisticated Investors
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Artificial Intelligence
for
Conversational
Robo-Advisor



Al Conversational Robo-Advisor

Al Portfolio
Asset Allocation

Multichannel

Platforms

Al Conversation
Dialog System
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Portfolio Performance in 2016
Annual Portfolio Statistics

Black-Litterman

Portfolio Markowitz V\IIE:i:?IItIZ d S&P 500
- the LSTM Portfolio . Index
Investor Views Portfolio

Annual return 16.151% 15.172% 12.428% 9.643%
Annual volatility 13.897% 14.365% 15.870% 13.169%
Sharpe ratio 1.14697 1.05534 0.81762 0.76492
Stability 0.82500 0.82515 0.82514 0.78754
Max drawdown -10.105% -10.465% -12.529% -10.306%
Skew -0.35652 -0.52985 -0.56976 -0.36795

Kurtosis 2.49845 3.00613 2.41894 2.21958

Daily value at risk -1.688% -1.750% -1.948% -1.619%
Alpha 0.06445 0.05354 0.02158 0.00000

Beta 1.01485 1.04816 1.15631 1.00000

Information ratio 0.10935 0.09129 0.04655 -
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Cumulative Returns
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Portfolio Cumulative Returns

Cumulative Returns: Portfolios

- Black-Litterman Portfolio
- Markowitz Portfolio
- Equally Weighted Portfolio
e S&P 500 Index
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Source: Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018), "Al Robo-Advisor with Big Data Analytics for Financial Services", in Proceedings of the 2018

IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018.




System Architecture of
Al Conversational Robo-Advisor
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Source: Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018), "Artificial Intelligence for Conversational Robo-Advisor", in Proceedings of the 2018 IEEE/ACM
International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018 92



Cumulative Returns
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Conversational Model
(LINE, FB Messenger)

i | Aiwisfin

o AN -

- Hi there!

how's going

swerm  Why do you want INFO
ABOUT STOCK?

Hi there!
- | am doing very well. How
s What you said was 100 awarsareyou ?
complicated for me.

| need your help

—— 23304MBE MR TF:
:::233.0
2330 . .
:‘;ﬁ”"" ::Iep ;*::ssustance | can
130,664 - Awsrs 1
M EWRM:2295

BHaR:232.5
BO®O 16

W®:2340
ME:2305

Source: Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018), "Artificial Intelligence for Conversational Robo-Advisor", in Proceedings of the 2018 IEEE/ACM

International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018
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Conversational Robo-Advisor
Multichannel Ul/UX

Robots

ALPHA 2

ALPHA 2

®
L
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Al Chatbot for
Conversational
Commerce




Chatbots: Evolution of Ul/UX

Paradigm

Platform
Examples

Applications
Examples

UI/UX

S/w Dev

Desktop
DOS, Windows, Mac OS

Clients
Excel, PPT, Lotus

Native Screens

Client-side

mid - 90s
Web

Browser
Mosaic, Explorer, Chrome

Website
Yahoo, Amazon

Web Pages

Server-side

mid - 00s
Smartphone

Mobile OS
i0S, Android

Apps
Angry Birds, Instagram

Native Mobile Screens

Client-side

mid - 10s
Messaging

——— e
-
e
¢ e
—
e
-
-
— —
e —r Wy P

Messaging Apps

WhatsApp, Messenger, Slack

Bots
Weather, Travel

Message

Server-side
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Chatbot

Dialogue System
Intelligent Agent



Chatbot

FLIGHT BOT o

n Let’s look for tickets!
Ok ‘.
1

New York
Seatle
Sept 15
Sept 19
2 Adults

Is this info correct?

(8) v

| have found 17 results @
)

Type your message here... >

O
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Dialogue System

Automatic Speech
Recognizer

Natural Language
Interpreter

—>

Dialogue State
Tracker

Text-To-Speech
Synthesizer

Natural Language

Generator

Dialogue
Response
Selection

k Dialogue System j
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Can
machines

think?

(Alan Turing ,1950)




Chatbot

“online human-computer
dialog system
with
natural language.”



Chatbot Conversation Framework

Conversations

Chatbot Conversation Framework

General Al
EICESY

Ol |mpossible
Domain

Rules-Based

Closed ,
[Easiest]

Domain

Retrieval- Generative-
Based Based

Responses

103



From
E-Commerce
to
Conversational Commerce:
Chatbots
and
Virtual Assistants



Conversational Commerce:
eBay Al Chatbots

00000 ATRT T 1:31 PM @ 7 @ 76% mm»

eBay ShopBot >
Typically replies instantly

I'm looking for adidas stan smith
in white

( Home

Which gender are you looking

ebay  for?

Sure, I've got a few options for

ebay  those.
\,.%
{ L
Best Value &% 16 sold Trend
$63.71 was $74 - ADIDAS WOMEN'S $99.9¢
STAN SMITH OG WHITE GREEN White
B24105

shopb
shopbot.ebay.com

View item

©Q © 8 O (a © O
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Hotel Chatbot

BookHotel @& ----------- Intents

An intent performs an action in

( response to natural language user
o 0 D nput

I'd like to book a hotel - Utterances

e Spoken or typed phrases that
Sure, which city? nvoke your intent
New York City Slots
| Slots are input data required to

fulfill the intent

What date are you leaving?

November 30th, 2016

Are you sure you want to
book the hotel in NYC?

Thank you. The reservation

o ------ Fulfillment
went through successfully.

Fultillment mechanism for your intent

/

Source: https://sdtimes.com/amazon/guest-view-capitalize-amazon-lex-available-general-public/ 106




H&M'’s Chatbot on Kik

t s ) S ) | : )| x \
O o ' ¢ === y 0 e ] © eamm—— ‘

seeee MChatbot ¥ 16:20 4 BAvEN } eeene M Cratbot ¥ 1621 75 gaxEm ﬂ esnee MogaFon ¥ 16:23 1 83I%mm } sssee WM Chatbot ¥ 16:25 73 82%mm)

{ Hasap H&M Oyt < Hasap H&M ot < Hasap H&M Ot < Hazap H&M oyt
3 Ceroams @ 12:54 PM ' Great! Time to learn . ) :
| - | your taste with a few | Here's an outfit with a |

Hi . ! Welcome to H&M #M  “either or" questions... jeans. How do you feel
#M  on Kik . ° ) y’ML about this?

| | Which do you prefer, 1 | |

Let's get to know your #M  or2?
style with a few quick ° <
/I.Mo questions! i 4
N \
Do want to see
Lhep /mo $96.96

men's or women's
Mllo clothing?

MIHYTY HI32A

FY1if you like
something, tap on the
#M  item . toshopit!

e’m

#H

Great, lets get started!! = LA Looks great s

LUNER 3 8 #M $110.96
- Awesome! Would you

Which of the following Coolio! What's your R, n ¢ like to s!\op’this, share it
A#M  best describes you? A4 thoughts on these two? L Son Al orsaveit? &
+ < ] + ~ 1 + T 7] + . T

e S g S
~ - ~ - ~ - ~ -
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Uber’s Chatbot on Facebook’s Messenger

(A

L PR T

Requested uberX
© Dolores Park

0 © 222 Market 51 San Francisco CA

Hi Sarah, we'll let you know
when your driver is on the way!

0 Canced Rde

Your Uber &5 on the way. Michael
(4.9 stars) will arive in 2 minutes
in & Toyota Prius, license plate
FAC3BOK.

View Map

g Call Driver
@

)

O

Uber’s chatbot on Facebook’s messenger
- one main benefit: it loads much faster than the Uber app
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Savings Bot
S N

« Back

P 0% -

SAVINGSBOT

good to see you! 'What can |

help you with today?

“A panny saved
is a penny earned.”

Do you Wan1 me 10 urm on
my auto-gave featurae?

fovasome! What are you saving
far this time?

.. NETWORK 33 PM SO —-—

+ Back SAVINGSBOT

$9,500

VIEW CREDIT OPTIONS | ASK BUDGETBOT

Py N WO 133 P

/\

&« Back SAVINGSBOT

Sweet!

How much do you want 1o save?

Ok, how soon do you want this
new nda?

Alnght! I've chacked your
spandng habits and 'l transler a
fow dollars into this account avery
week

OK It | send you updates every

once in &8 while to kat your know
how you're doing?

Mo, thanks. Sure

/'\
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Mastercard Makes Commerce More Conversational

-

=)

00000 ATRT T 2:16 PM
< Home Mastercard KAI >

% 100% wm-

Manage

Typically replies instantl

How much did | spend on
Uber in September?

Let's see. You spent
$343.30. | searched for:
Merchant: Uber

Date: between 09/01/2016
and 09/30/2016

Shall | break that down?

How about October

Let's see. You spent $197.32.
| searched for:

Merchant: Uber

Date: between 10/01/2016
and 10/31/2016

Want to see the
transactions?

Type a message...

Ve
—

. mastercard

-

= )

!
&2

00000 AT&T T 2:16 PM

< Home Typically replies instantl Manage

} 100%
Mastercard KAI >

How much did | spend on
restaurants in Sept

Let's see. You spent
$649.32. | searched for:
Category: restaurants
Date: between 09/01/2016
and 09/30/2016

Want to see the
transactions?

Show my offers

Go Greek with a Three-Course
Lunch for Two at Kefi

Savor flavors of the Mediterranean
with a 3 course lunch at Manhattan’s

Type a message...

/\
—

POWERED BY

KasiIsto

-

. )

ginal

00000 AT&T 7 2:16 PM
Mastercard KAl >

What benefits do | get with
my MasterCard

< Home vast

 100% —-_"

Manage

Price Protection Zero:

If you find the same thing at a lower Have

price, Price Protection reimburses financ

price differe... card...
LEARN MORE

What is Masterpass

Let's see. MasterPass by
MasterCard is a digital wallet
service. In other words,
instead of taking out your
card, you can tap your phone
to pay. For online shopping,

MAactatnace ataraec vanir

Type a message...

\

Yo
—/

Source: https://newsroom.mastercard.com/press-releases/mastercard-makes-commerce-more-conversational-with-launch-of-chatbots-for-banks-and-merchants/
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Bot
Platform
Ecosystem




The bot platform ecosystem
and the emerging giants

Nearly every large software company has announced some sort of bot strategy in the last year. Here's
alook at a handful of leading platforms that developers might use to send messages, interpret natural
language, and deploy bots, with the emerging bot-ecosystem giants highlighted.

General Al agents with platforms
Developer access available now or announced

' G O O V

Siri Alexa/Echo Cortana Viv
Apple Google Amazon Microsoft Viv Labs
Messaging platforms

B~ I O @
iMessage Messenger WhatsApp Slack WeChat Kik

Apple Facebook Facebook Tencent
Allo Telegram Twilio Line Skype
Google Naver Microsoft
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Bot frameworks and deployment platforms

& AUTOMAT ()

) N/

12

Wit.ai BotKit Chatfuel Automat Bot Framework
Facebook Howdy Microsoft
. 0000 .
< > e . </>
o ®
° .. .. ... . LJ
Api.ai Pandorabots MindMeld Gupshup Sequel

Google
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DESIGNED BY

JONGIFUENTES Bots Landscape VE| Profiles

Bots with traction
. @ Iin’ P““’:a' L D Virtual agents/

Customer service
R

D@@-.EOE

M e— - ——— -

—SF DB~ “<‘II%W©EOHMIWME

- — — ..

—— e —

NE& - Y80

Connectors/

Al Tools: Natural Language Processing,
Shared Services

Machine Learning, Speech & Voice Recognition

E@oB -EEROACCE - Lo zEOEE—
tes@6 | -EEC E-e/'DRsw-DvEDENL:
= nemro HAE:EHE: o ~f
Bot Discovery e s R
Bot Discovery fr
@ @ ? g g Bot developer frameworks and tools
1 ~O-DE*EE7 »9ed« oo
—— B CIE. 2 wol - ME = =0 ¢ BEE -
Analytics
B Ansivcs Messaging

-:‘! ____ ‘é ag-? kik- Alloca..
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. Messenger Bot Landscape

Food

The Wine Pairer Plum  Pescetarian Kitchen  Hungry Foodie
Fitmeal Entrée Chatobook Make My Sushi Voome

ﬁ"‘
£ )

Y

Communication

Tangowork Typeform Anony Tarjimly Refugio Rescue Messe Match
Sensay LangLearnBot Chat Club Lingio Translate Decodemoji  U-Report Global Twiggo

<

kS
‘° r"w |.__.|

May 2017

Utilities

Poncho Calcbot DotCom Server Monsitor
A 2
@' ﬁ B
X
English Dictionary Youtube Search Idea Bot QRobot Instant Translator

Personal

M Operator Swelly AskVoila

0] o Ja-

keaBuild  Selectionnist Bud Light Bot Ask Gary Vee Gic Visabot

1
.=. G
—

Analytics

SISENSE Stockflare  Pagelnsights DAM

C _J
:4_ DY ‘ @
SISENSE = J

BuzzlLogger Trading Bot

Travel

Grindbase KLM British Airways  Space Explorer  AustrianAlrines

SnapTravel Kayak Ticketbot Rapido

Skyscanner

o -JKlo

Entertainment

Spotify Kim Kardashian  La Bringue 50 Cent Loquilio Fiel  LindsayLohan  Maroon 5
e - 1
5 m L
MTV News  Axwell Alngrosso  RedBull TV SantaBot Star Wars Bot Citron Pokébot

HAEEE e

Design

ColoretoBot  Connie Digital AWNWARDS Mr. Norman Graphic Design  SnapBot

G LI PN =

News

CNN Digg wsJ Reddit Bot

-. Tl vis) i B

agazuna
The Guardian France Info  Chatbots Mag VentureBeat

B

Al Jazeera

Hacker News Wired

@ 08

Developer Tools | Education

Genius Kimch
HackerOne Wiredelta
Robbie Zilly MemoryzerBot Ainstein

S
et

115



The Bot Lifecycle

i B~ gy

Requirements

7 N
@ g,
Primote The . Fi
Lifecycle
@ of a bot A’é'
X 1

@B

Deploy



Chatbots
Bot Maturity Model

Customers want to have simpler means to interact with businesses and
get faster response to a question or complaint.

Level 1 > Level 2 ) Level 3 >
Multi Bot-to-bot
\ One Channel channel Muilti . interaction
Multi . person///
~ One Language " language
Interaction . guage )| " Human | “—mido/ = B2B
Handoff / nversation S
Human to bot — listenin e
- interaction Line based Conversation Brocess
/ intelligence based interaction
State Mood
machine _—
(orpmom) o
Training of conversation
Contextfrom
NLP model Event AP intelligent
listening / producing queries
C Menu based )
Word based Links for more
information

Intelligence Integration

Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/ 117



Question
Answering

(QA)



IMTKU

Question Answering System
for

World History Exams
at NTCIR-13 QALab-3

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan



Tamkang University
VX s Rk 2011
IMTKU Textual Entailment System for

Recognizing Inference in Text
at NTCIR-9 RITE

Department of Information Management
Tamkang University, Taiwan

Min-Yuh Day Chun Tu
myday@mail.tku.edu.tw

NTCIR-9 Workshop, December 6-9, 2011, Tokyo, Japan
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Tamkang University
IX = kM 2013
IMTKU Textual Entailment System for

Recognizing Inference in Text
at NTCIR-10 RITE-2

Department of Information Management
Tamkang University, Taiwan

Min-Yuh Day Chun Tu Hou-Cheng Vong  Shih-Wei Wu  Shih-Jhen Huang
myday@mail.tku.edu.tw
NTCIR-10 Conference, June 18-21, 2013, Tokyo, Japan



mailto:myday@mail.tku.edu.tw

IMTKU Textual Entailment System for
Recognizing Inference in Text at NTCIR-11 RITE VAL

Tamkang University 20 14
% K

Min-Yuh Day  Ya-Jung Wang Che-Wei Hsu En-Chun Tu

Huai-Wen Hsu Yu-An Lin Shang-Yu Wu Yu- Hsuan Ta| Cheng-Chia Tsai
NTCIR-11 Conference, December 8-12, 2014, Tokyo, Japan



NTCIR 2 0 1 6

IMTKU Question Answering System for
World History Exams at NTCIR-12 QA Lab2

Department of Information Management
Tamkang University, Taiwan

[
: |
1]
v,
3 e &
/:'
k i
b
3 b
<4
3

Min-Yuh Day Cheng Chla Tsai Wei-Chun Chung Hsiu-Yuan Chang Tzu-Jui Sun Yuan-Jie Tsai Jin-Kun Lin Cheng-Hung Lee

Sagacity Technolog

Yu-Ming Guo Yue-Da Lin  Wei-Ming Chen Yun-Da Tsai Cheng- Jhlh Han Yi-Jing Lin Yi-Heng Chiang Ching-Yuan Chien

myday@mail.tku.edu.tw
NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan
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T

NTCIR 9 O 17 ¥

IMTKU Question Answering System for
World History Exams at NTCIR-13 QALab-3

Department of Information Management

Tamkang University, Taiwan

-
(]
/ sl B /,
s b
Lronrd 2 4
‘ 41 = ' =) /
. = e o
it o
: 5 s
e ¥
350 b :
bz i

Wanchu Huang  shi-Ya Zheng I-Hsuan Huang gCh

myday@mail.tku.edu.tw
NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan

Yue-Da Lin Yi-Jing Lin

Min-Chun Kuo
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IMTKU System Architecture for NTCIR-13 QALab-3

Question

e T " JA&EN |
: | Complex Essay | : __Translator
: : 4->| Question Analysis

Simple Essay " Stanford |

True-or-False |: l 1 _ CoreNLP |
: Factoid ) — —
i € Slot-Filling ‘: [ Document Retrieval I ~| Wikipedia

L Lt L L L Lt Ll : = - N
i Unique 1 1 !

Answer Extraction ]

l !

[ Answer Generation

! !

Answer
(XML)

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan 125

Word Embedding ]
Wiki Word2Vec




System Architecture of

Intelligent Dialogue and Question Answering System

: Deep Learning )

~
Dialogue Intention _ . __TensorFlow
Question Analysis p
J Python

User Question Input
\ * Y
RNN
LSTM (@ _
GRU L Detection
— L
é )
AIML
AIML KB Dialogue
g Enine )
i Real Time
Cloud Dialogue
Resource
. API )
L 4
System
Response
G t
g enerator )

[ [ i

[ Document Retrieval DlaILoBguej

L T \—

[ Answer Extraction ]

!

Answer Answer ,
: e Deep Learning
Generation Validation

‘\L Answer
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Dialogue
System




Chatbot

FLIGHT BOT o

n Let’s look for tickets!
Ok ‘.
1

New York
Seatle
Sept 15
Sept 19
2 Adults

Is this info correct?

(8) v

| have found 17 results @
)

Type your message here... >

O
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Can

machines
think?

(Alan Turing ,1950)



Chatbot

“online human-computer
dialog system
with
natural language.”



Chatbot Conversation Framework

Conversations

Chatbot Conversation Framework

General Al
EICESY

Ol |mpossible
Domain

Rules-Based

Closed ,
[Easiest]

Domain

Retrieval- Generative-
Based Based

Responses
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Dialogue System

Automatic Speech
Recognizer

Natural Language
Interpreter

—>

Dialogue State
Tracker

Text-To-Speech
Synthesizer

Natural Language

Generator

Dialogue
Response
Selection

k Dialogue System j
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NTCIR

Short Text Conversation Task
(STC-3)
Chinese Emotional Conversation
Generation (CECG) Subtask

http://coai.cs.tsinghua.edu.cn/nml/challenge.html



http://coai.cs.tsinghua.edu.cn/hml/challenge.html

NTCIR Short Text Conversation
STC-1, STC-2, STC-3
 lJapanese |Chinese |Englsh |

NTCIR-12 STC-1 Twitter, Weibo,
22 active Retrieval Retrieval
participants St Eer
NTCIR-13 STC-2 Yahoo! News, Weibo, Non
27 active Retrieval+ Retrieval+ task-oriented
participants Generation Generation B
NTCIR-14 STC-3 Weibo,
Generation
Chinese Emotional Conversation for given
Generation (CECG) subtask e
categories - Multi-turn,
: : ] task-oriented
Dialogue Quality (DQ) and Nugget Weibo+English translations, (helpdesk)

Detection (ND) subtasks distribution estimation for -
subjective annotations

https://waseda.app.box.com/v/ISTC3atNTCIR-14 134
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The 14th NTCIR (2018 - 2019)

NTCIR (NIl "estbeds and Community for Information access Research) Project

NTCIR ... o

Ol Pro ey T Data/Tools NTCIRCMS Site ® Related URL's Contact us

NTCIR-14

#A NTCIR Home > NTCIR-14

NTCIR 14 > ]
The 14th NTCIR (2018 - 2019)
NTCIR-14 Conference Evaluation of Information Access Technologies
NEWS
January 2018 - June 2019
NTCIR-14 Aims
Call for Task Proposals
l What's New
How to Participate
Task Participation LWFebruary 1, 2018: Call for participation to the NTCIR-14 Kick-Off Event released.

Task-OverviewiCall for [February 1, 2018: Call for participation to the NTCIR-14 QALab-Polilnfo Kick-Off Event released.

Task Participation
December 5, 2017: The NTCIR-14 Task Selection Committee has selected the following six Tasks.

User Agreement Forms Lifelig-3, OpenLiveQ-2, QA Lab-4, STC-3, WWW-2, CENTRE.

Organization

August 23, 2017: NTCIR-14 Call for Task Proposals released.(Closed.)

Important Dates

Contact Us

NTCIR 13 | [“About Proceedings

After the NTCIR-14 conference, a post-proceedings of rivised selected papers willbe  NP¥a it e 3 [ caaT )
published in the Springer Lecture Notes on Computer Science (LNCS) series. Computer Suente

http://research.nii.ac.jp/ntcir/ntcir-14/index.html 135

NTCIR 12

V]



http://research.nii.ac.jp/ntcir/ntcir-14/index.html

NTCIR-14 STC-3

Short Text Conversation Task (STC-3)

Chinese Emotional Conversation Generation (CECG) Subtask

NTCIR

Short Text Conversation Task (STC-3)

Chinese Emotional Conversation Generation (CECG) Subtask

Task Definition
Dataset Description
Evaluation Metric
Time Schedule

Copy Rights &
Contacts

Links

nicin | NTCIR-14
stes | NTCIR-14 STC-3
nwecc | NLPCC 2017

Call for Participation

In recent years, there has been a rising tendency in Al research to enhance Human-Computer Interaction by humanizing machines. However, to create
a robot capable of acting and talking with a user at the human level requires the robot to understand human cognitive behaviors, while one of the most
important human behaviors is expressing and understanding emotions and affects. As a vital part of human intelligence, emotional intelligence is
defined as the ability to perceive, integrate, understand, and regulate emotions. Though a variety of models have been proposed for conversation
generation from large-scale social data, it is still quite challenging (and yet to be addressed) to generate emotional responses.

In this challenge, participants are expected to generate Chinese responses that are not only appropriate in content but also adequate in emotion, which
is quite important for building an empathic chatting machine. For instance, if user says “My cat died yesterday”, the most appropriate response may be
“It’s so sad, so sorry to hear that” to express sadness, but also could be “Bad things always happen, | hope you will be happy soon”to express
comfort.

Previous Evaluation Challenge at NLPCC 2017

Overview of the NLPCC 2017 Shared Task: Emotion Generation Challenge

Al lab. of Computer Science, Tsinghua University, Beijing 100084, China.
. 136
htto://www.aihuana.ora/p/challenae.htmil


http://www.aihuang.org/p/challenge.html

Short Text Conversation
(NTCIR-13 STC2)
Retrieval-based

retrieval-based method

Given a new post, can a A
coherent and useful comment
be returned by searching a
post-comment repository? )

—’. post

/ Search and reuse
post-comment repository

post comment post comment post comment post comment

comment comment comment comment

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm 137
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Short Text Conversation
(NTCIR-13 STC2)
Generation-based

generation-based method

i The Trained Generator
Givena new post,cana | ______________________

fluent, coherent and useful
comment be generated?

Understanding
Sunessausn

post-comment reposito/

post comment post comment comment

post comment

comment comment comment

comment

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm 138
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Given post:

ZMESEWENBA » TIPT !
The man who cooks and loves dogs is very handsome!

Emotion Coherence Emotion

Response Chinese / Translated English Class  and Fluency Consistency Label

Response 1 = f4hr 8y 5 AL AR 64T o XK Yes Yes 2
The man who cooks is handsome. Like

Response 2 "&% » H/ALWAF © XK Yes No 1
Haha, | feel the same way. Like

Response 3 X AR w25 E 4 7/ R E No Yes 0
Which movie is this from? Disgust

Response 4 "4 ARALA EIN No No 0
Haha, the same to you. Like

Response 5 K ZAR& ° R E No Yes 0
| love you, will you. Disgust

Response 6 X A& [B] E L[] 8938 | R % No No 0
This is the same way of the same doctrine! Disgust

http://coai.cs.tsinghua.edu.cn/hml/challenge/evaluation metric/ 139
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NLPCC
Emotion Classification Challenge
6 classes (64%)

0: Other

1: Like

2: Sadness
3: Disgust

4. Anger

5: Happiness

http://coai.cs.tsinghua.edu.cn/hml/challenge/dataset description/
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Chinese Emotional Conversation Generation

(CECG)

Post
(Given)

ZNERMBRAFIAN EINT !
The man who cooks and loves dogs is very handsome!

EEARAN—HR wTHREZIE |

Daddy, tomorrow is June 1th Children’s Day. Please take me
out to play!

WA T ANBEE » SR
It's sad to be ignored by someone that you really care, and
it's harder to pretend that you don't care.

KREWGSRIE | REBEFRAREL? | 2]

Harbin is in the snow! Are you going to freeze me to
death?!?!

ARBFE—EE  ERLTREMH -

| wanted to learn the vicissitudes of life, but | became sadder.

mERBALEF & Tk

SR—BERIEGANG - BARBLE > BELRFCHY ]
| have been training at the seaside all day. Though very tired, |
still very happy!

Emotion
Category
(Given)

f>

Like

%45
Sadness

P AR

Happiness

Response

(to be generated)
AR e B AR D &9 o
The man who cooks is handsome.
&5" ? ""/r)i'i,%‘ o
Yes, of course.

B AL ProAfeF o
| am concerned with it, because | care
about it.

ERBARE > DRI E
Keep warm. Watch out for getting
cold!

R —NBGEEF -
It a sad story.

AR TR |
Yeah, happy!

http://coai.cs.tsinghua.edu.cn/hml/challenge/task definition/
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Sample responses generated by
Seq2Seq and ECM
(Emotional Chatting Machine)

Post Model Response(Original) Response(Translated)
Seq2Seq A, BE— W RS — /M2 FWH. | A promise is what a cheater says to a fool.
R, BRI T Like 7&1% E— "I\""F?'_B(J@¥' Pr01jnise is a single-minded fool
— MBI Happy | ®E#E—/FOLHET I'm just a happy fool
A promise 1s what a cheater ECM | Sad R RGBT I am a sad fool
says to a fool. - -
Disgust | — /M7 s — =TT A cheater says to a fool
Angry AEREAE, RIERET! Whatever you believe or not, I trust in 1t!
Seq2Seq HE AR IR B R T Ok . After knowing the truth. I burst mto tears.
Like KeI®ET, KAIET ! Too lovely, 1t’s too lovely.
HIIE FAR B FRARE 5K ok P ; % -
Knowing the truth, I laughed Happy %ﬁifﬂﬁ AR H ok T ° I can’t help laugh myself to tears.
myself to tears ECM | Sad MiE AR IBEE T K. After knowing the truth. I burst into tears.
Disgust | iX /2 HA)E 2 FE ) ? Is this true?
Angry |fH4ER? REH. What do you mean? I don’t understand.
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Sample responses generated by
Seq2Seq and ECM
(Emotional Chatting Machine)

Post

i, R — TS
A promise 1s what a cheater
says to a fool.

Model Response(Original)
Seq2Seq A, BE— W TS —METI .
Like EKHER—AINEF BT
Happy | #E#EZ2—1FOHET
ECM | Sad B —EhmEr
Disgust | — /"W T & —MET T
Angry | REHRERE, RERET!
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