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Workshop Chair, The IEEE International Conference on 
Information Reuse and Integration (IEEE IRI)

2



Outline
1. �"
2. AI�& ����%�
–$���
–�����$��
–#������

3. �!�����$����
4. ����-	�
AI���
5. QA

3



AI and Big Data Analytics in Finance
• ���� (Spring 2017) (EMBA IMTKU)

– (Financial Technology, FinTech)
• ������
� (Fall 2017) (EMBA IMTKU)

– Big Data Analytics in Finance
• ����	�� (Fall 2018) (EMBA IMTKU)

– Artificial Intelligence for Investment Analysis
• ������
�
– AI in Finance Big Data Analytics

• ���������
– Artificial Intelligence and Financial Application
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0� (Week)    �� (Date)    �� (Subject/Topics)
1  2018/09/13  �����/��,%�'

(Course Orientation on Artificial Intelligence for 
Investment Analysis)

2  2018/09/20  AI 1*$�: 1*�
	��"
(AI in FinTech: Financial Services Innovation and Application)

3  2018/09/27  ���!.2�)AI�-���
(Robo-Advisors and AI Chatbots) 

4  2018/10/04  �/�!�)+ .
�
(Investing Psychology and Behavioral Finance)

5  2018/10/11  .
1*��#&� (Event Studies in Finance)
6  2018/10/18  �����/����#& I 

(Case Study on Artificial Intelligence for Investment Analysis I)

�����/�� (AIIA) ,%(
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$� (Week)    �� (Date)    �� (Subject/Topics)

7  2018/10/25  Python AI�#��
�
(Foundations of AI Investment Analysis in Python)

8  2018/11/01  Python Pandas%��#��
(Quantitative Investing with Pandas in Python)

9  2018/11/08  Python Scikit-Learn �	 
(Machine Learning with Scikit-Learn In Python)

10  2018/11/15  ���� (Midterm Project Report)

11  2018/11/22  TensorFlow �� "��&��'� I 
(Deep Learning for Financial Time Series Forecasting
with TensorFlow I)

12  2018/11/29  TensorFlow �� "��&��'� II 
(Deep Learning for Financial Time Series Forecasting 
with TensorFlow II)
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2� (Week)    �� (Date)    �� (Subject/Topics)

13  2018/12/06  �����1����$& II 
(Case Study on Artificial Intelligence for Investment Analysis II) 

14  2018/12/13  TensorFlow  ��)0��3��4! III 
(Deep Learning for Financial Time Series Forecasting
with TensorFlow III)

15  2018/12/20  �1'
��	+%���
(Portfolio Optimization and Algorithmic Trading)

16  2018/12/27  *".-,# (Natural Language Processing)

17  2019/01/03  ���� I (Final Project Presentation I)

18  2019/01/10  ���� II (Final Project Presentation II)
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Selected Research Publications
• Journal Publications
1. Min-Yuh Day, Manhwa Wu, Paoyu Huang, and Yensen Ni (2018), 

"Investing Strategies as the Sharp Movement in Exchange Rates 
Occurred– Evidence for the Constituent Stocks of SSE 50 and TW 50",
The Journal of Investing, , Volume 27, Issue 4, Winter 2018, pp. 58-68.

2. Min-Yuh Day, Paoyu Huang, Yensen Ni, and Yuhsin Chen (2018), 
"Do Implicit Phenomena Matter? Evidence from China Stock Index 
Futures", The Journal of Alternative Investments, Volume 21, Issue 1, 
Summer 2018, pp. 79-91. 

3. Yensen Ni, Yirung Cheng, Paoyu Huang, and Min-Yuh Day (2018), 
"Trading strategies in terms of continuous rising (falling) prices or 
continuous bullish (bearish) candlesticks emitted", Physica A: Statistical 
Mechanics and its Applications, Volume 501, 1 July 2018, pp. 188-204. 

4. Min-Yuh Day, Paoyu Huang, Yensen Ni, and Yuhsin Chen (2018), 
"Do Intraday Large Price Changes Matter for Trading Index Futures? 
Evidence from China Futures Markets", Journal of Financial Studies, 
Volume 26, Number 2, June 2018, pp. 139-174. 
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Selected Research Publications
• Conference Publications

1. Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018), 
"AI Robo-Advisor with Big Data Analytics for Financial Services", 
in Proceedings of the 2018 IEEE/ACM International Conference 
on Advances in Social Networks Analysis and Mining (ASONAM 
2018), Barcelona, Spain, August 28-31, 2018.

2. Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018), 
"Artificial Intelligence for Conversational Robo-Advisor", in 
Proceedings of the 2018 IEEE/ACM International Conference on 
Advances in Social Networks Analysis and Mining (ASONAM 
2018), Barcelona, Spain, August 28-31, 2018.

3. Min-Yuh Day and Chao-Yu Chen (2018), 
"Artificial Intelligence for Automatic Text Summarization", in 
Proceedings of the 2018 IEEE 18th International Conference on 
Information Reuse and Integration (IEEE IRI 2018), Salt Lake 
City, Utah, USA, July 7-9, 2018.
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Selected Research Publications
• Conference Publications

4. Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018), "Artificial 
Intelligence for Time Series Forecasting in Financial Markets",   
International Conference on INTERNET STUDIES (NETs 2018), 
Takamatsu, Japan, April 2-4, 2018.

5. Min-Yuh Day, Chao-Yu Chen, Wan-Chu Huang, I-Hsuan Huang, Shi-Ya
Zheng, Tz-Rung Chen, Min-Chun Kuo, Yue-Da Lin, and Yi-Jing Lin 
(2017), "IMTKU Question Answering System for World History Exams 
at NTCIR-13 QA Lab-3", The 13th NTCIR Conference on Evaluation of 
Information Access Technologies (NTCIR-13), Tokyo, Japan, December 
5-8, 2017.

6. Min-Yuh Day and Yue-Da Lin, "Deep Learning for Sentiment Analysis 
on Google Play Consumer Review", The 6th IEEE International 
Workshop on Empirical Methods for Recognizing Inference in Text 
(IEEE EM-RITE 2017), August 4-6, 2017, in Proceedings of the 2017 
IEEE 18th International Conference on Information Reuse and 
Integration (IEEE IRI 2017), San Diego, CA, USA, August 4-6, 2017.

10



Selected Research Publications
• Conference Publications

7. &���?�3�)��=���<�����0
C+���!��9�*:(	�, .29�
@;7
/*�5,8" The 29th International Conference of 
Information Management (ICIM2018), Taichung, Taiwan, 
June 3, 2018.

8. 4�B��>B�%���?���&�����0
C��!��A'!1�#, .29�
@;7/*�5
,8" The 29th International Conference of Information 
Management (ICIM2018), Taichung, Taiwan, June 3, 2018.

9. ? ����0C��!�2��$�6,-, .29�

@;7/*�5,8" The 29th International 
Conference of Information Management (ICIM2018), 
Taichung, Taiwan, June 3, 2018.
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• �# 2018 ����:51�&����*6
51�&- (IP1) +�
"82.�

• �# 2018 ����:51�&����*6
$�908/)�7	�&-+�
="85.�

• �# 2018�(<��3�-+�
="85.�
• �# 2018 ! 5,'��;*6+�
="81.�
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https://www.youtube.com/watch?v=sEhmyoTXmGk

https://www.youtube.com/watch?v=sEhmyoTXmGk


2018�23���	���
������

14https://innoserve.tca.org.tw/award.aspx

https://innoserve.tca.org.tw/award.aspx


AI for 
Business 

Applications in 
Financial Industry
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Business 
Intelligence, 

Analytics, 
and Data Science
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17Source: https://www.amazon.com/Business-Intelligence-Analytics-Data-Science/dp/0134633288

Business Intelligence, Analytics, and Data Science: 
A Managerial Perspective, 4th Edition, 

Ramesh Sharda, Dursun Delen, and Efraim Turban, 
Pearson, 2017. 

https://www.amazon.com/Business-Intelligence-Analytics-Data-Science/dp/0134633288


Artificial 
Intelligence 

(AI)
18



AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics

19

 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 

1.3 

1970s 1980s 1990s 2000s 2010s

Routine Reporting

AI/Expert Systems

Decision Support Systems

Relational DBM
S

On-Demand Static Reporting

Enterprise Resource Planning

Data W
arehousing

Dashboards & Scorecards

Executive Information Systems

Cloud Computing, SaaS

Data/Text M
ining

Business Intelligence

Big Data Analytics

In-M
emory, In-Database

Social Network/M
edia Analytics

Decision Support Systems Enterprise/Executive IS Business Intelligence Analytics Big Data ...

FIGURE 1.8 Evolution of  Decision Support, Business Intelligence, and Analytics.

M01_SHAR0543_04_GE_C01.indd   39 17/07/17   2:09 PM

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), 
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Business Analytics

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



AI
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Definition 
of 

Artificial Intelligence 
(A.I.) 
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Artificial Intelligence 

“… the science and 
engineering

of 
making 

intelligent machines” 
(John McCarthy, 1955)

23Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… technology that 
thinks and acts 
like humans”

24Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… intelligence
exhibited by 
machines or 

software”
25Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



4 Approaches of AI

26

Thinking Humanly Thinking Rationally

Acting Humanly Acting Rationally

Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



4 Approaches of AI

27

2.
Thinking Humanly: 

The Cognitive
Modeling Approach

3. 
Thinking Rationally:
The “Laws of Thought” 

Approach

1.
Acting Humanly:

The Turing Test 
Approach (1950)

4. 
Acting Rationally:

The Rational Agent 
Approach

Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



AI Acting Humanly:
The Turing Test Approach

(Alan Turing, 1950)

• Natural Language Processing (NLP)
• Knowledge Representation
• Automated Reasoning
• Machine Learning (ML)
• Computer Vision
• Robotics

28Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



Artificial Intelligence (A.I.) 
Timeline 

29Source: https://digitalintelligencetoday.com/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/



Artificial Intelligence
Machine Learning & Deep Learning

30Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



AI, ML, DL

31Source: https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/deep_learning.html

Artificial Intelligence (AI)

Machine Learning (ML)

Deep Learning (DL)
CNN

RNN LSTM GRU
GAN

Supervised 
Learning

Unsupervised 
Learning

Semi-supervised 
Learning

Reinforcement 
Learning



3 Machine Learning Algorithms

32Source: Enrico Galimberti, http://blogs.teradata.com/data-points/tree-machine-learning-algorithms/



Machine Learning (ML) / Deep Learning (DL)

33
Source: Jesus Serrano-Guerrero, Jose A. Olivas, Francisco P. Romero, and Enrique Herrera-Viedma (2015), 

"Sentiment analysis: A review and comparative analysis of web services," Information Sciences, 311, pp. 18-38.

Machine 
Learning

(ML)

Supervised 
Learning

Unsupervised 
Learning

Decision Tree 
Classifiers

Linear 
Classifiers

Rule-based 
Classifiers

Probabilistic 
Classifiers

Support Vector 
Machine (SVM)

Deep Learning 
(DL)

Neural Network 
(NN)

Bayesian 
Network (BN)

Maximum 
Entropy (ME)

Naïve Bayes 
(NB)

Reinforcement  
Learning



Machine Learning (ML)

34Source: https://www.mactores.com/services/aws-big-data-machine-learning-cognitive-services/
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Deep Learning and 
Neural Networks
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Deep Learning and 
Neural Networks

Input Layer
(X)

Output Layer
(Y)

Hidden Layer
(H)
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Input Layer
(X)

Output Layer
(Y)

Hidden Layers
(H)

Deep Neural Networks
Deep Learning

Deep Learning and 
Neural Networks



Time Series Data

38

[100, 110, 120, 130, 140, 150]

[100 110 120 130 140] 150
X Y

Xt3 Xt4Xt2Xt1 Xt5

Y



Long Short Term Memory (LSTM) 
for Time Series Forecasting

39

LSTM

Xt Xt+1Xt-1

ht ht+1ht-1

LSTM LSTM LSTM LSTM

Xt-2 Xt+2

ht+2ht-2



Time Series Data

40

[10, 20, 30, 40, 50, 60, 70, 80, 90]

[10 20 30] 40
[20 30 40] 50
[30 40 50] 60
[40 50 60] 70
[50 60 70] 80
[60 70 80] 90

X Y



Recurrent 
Neural Networks 

(RNN)
41
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Xt Xt+1Xt-1

yt yt+1yt-1

Xt-2 Xt+2

yt+2yt-2

ht ht+1ht-1ht-2 ht+2

Input

hidden

output

Recurrent Neural Networks (RNN)
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Xt Xt+1Xt-1

yt yt+1yt-1

Xt-2 Xt+2

yt+2yt-2

ht ht+1ht-1ht-2 ht+2

Input

hidden

output

100 110 120 130 140

110 120 130 140 150

Recurrent Neural Networks (RNN)
Time Series Forecasting



Recurrent Neural Networks (RNN)

44
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Xt Xt+1Xt-1Xt-2 Xt+2

y

ht ht+1ht-1ht-2 ht+2

Input

hidden
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150

Recurrent Neural Networks (RNN)
Time Series Forecasting



Recurrent Neural Networks (RNN)
Sentiment Analysis

46
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Recurrent Neural Networks (RNN)
Sentiment Analysis

47

Xt Xt+1Xt-1Xt-2 Xt+2

y
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This movie is very boring

Input

hidden

output



The Quant Finance PyData Stack

48Source: http://nbviewer.jupyter.org/format/slides/github/quantopian/pyfolio/blob/master/pyfolio/examples/overview_slides.ipynb#/5



Python
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Scikit-Learn

50Source: http://scikit-learn.org/

http://scikit-learn.org/


Google TensorFlow

51https://www.tensorflow.org/

https://www.tensorflow.org/


Google TensorFlow

52https://www.tensorflow.org/

https://www.tensorflow.org/


Google Dopamine

53

Dopamine is a research framework 
for fast prototyping of 

reinforcement learning algorithms.
https://github.com/google/dopamine

https://github.com/google/dopamine


PyTorch

54http://pytorch.org/

http://pytorch.org/


Scikit-Learn Machine Learning Map

55Source: http://scikit-learn.org/stable/tutorial/machine_learning_map/index.html

http://scikit-learn.org/stable/tutorial/machine_learning_map/index.html


Iris flower data set

56Source: http://suruchifialoke.com/2016-10-13-machine-learning-tutorial-iris-classification/

setosa versicolor virginica

Source: https://en.wikipedia.org/wiki/Iris_flower_data_set



57

Iris Classfication

Source: http://suruchifialoke.com/2016-10-13-machine-learning-tutorial-iris-classification/



iris.data

58

https://archive.ics.uci.edu/ml/machine-learning-databases/iris/iris.data
5.1,3.5,1.4,0.2,Iris-setosa 
4.9,3.0,1.4,0.2,Iris-setosa 
4.7,3.2,1.3,0.2,Iris-setosa 
4.6,3.1,1.5,0.2,Iris-setosa 
5.0,3.6,1.4,0.2,Iris-setosa 
5.4,3.9,1.7,0.4,Iris-setosa 
4.6,3.4,1.4,0.3,Iris-setosa 
5.0,3.4,1.5,0.2,Iris-setosa 
4.4,2.9,1.4,0.2,Iris-setosa 
4.9,3.1,1.5,0.1,Iris-setosa 
5.4,3.7,1.5,0.2,Iris-setosa 
4.8,3.4,1.6,0.2,Iris-setosa 
4.8,3.0,1.4,0.1,Iris-setosa 
4.3,3.0,1.1,0.1,Iris-setosa 
5.8,4.0,1.2,0.2,Iris-setosa 
5.7,4.4,1.5,0.4,Iris-setosa 
5.4,3.9,1.3,0.4,Iris-setosa 
5.1,3.5,1.4,0.3,Iris-setosa 
5.7,3.8,1.7,0.3,Iris-setosa 
5.1,3.8,1.5,0.3,Iris-setosa 
5.4,3.4,1.7,0.2,Iris-setosa 
5.1,3.7,1.5,0.4,Iris-setosa 
4.6,3.6,1.0,0.2,Iris-setosa 
5.1,3.3,1.7,0.5,Iris-setosa 
4.8,3.4,1.9,0.2,Iris-setosa 
5.0,3.0,1.6,0.2,Iris-setosa 
5.0,3.4,1.6,0.4,Iris-setosa 

setosa

versicolor

virginica

https://archive.ics.uci.edu/ml/machine-learning-databases/iris/iris.data


59Source: https://seaborn.pydata.org/generated/seaborn.pairplot.html

Iris Data Visualization



Data Visualization in Google Colab

60Source: https://seaborn.pydata.org/generated/seaborn.pairplot.html

https://colab.research.google.com/drive/1KRqtEUd2Hg4dM2au9bfVQKrxWnWN3O9-

https://colab.research.google.com/drive/1KRqtEUd2Hg4dM2au9bfVQKrxWnWN3O9-


61

import seaborn as sns
sns.set(style="ticks", color_codes=True)
iris = sns.load_dataset("iris")
g = sns.pairplot(iris, hue="species")

Source: https://seaborn.pydata.org/generated/seaborn.pairplot.html



Machine Learning
Supervised Learning

Classification 
and 

Prediction
62



Classification and Prediction

63

https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw

https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw

https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw
https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw


64https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw

# Make predictions on validation dataset
model = SVC()
model.fit(X_train, Y_train)
predictions = model.predict(X_validation)
print("%.4f" % accuracy_score(Y_validation, 
predictions))
print(confusion_matrix(Y_validation, 
predictions))
print(classification_report(Y_validation, 
predictions))
print(model)

https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw


65https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw

model = SVC()
model.fit(X_train, Y_train)
predictions = model.predict(X_validation)

https://colab.research.google.com/drive/1QE7fR2OxHiQ0_p6l1nnZDIFF354Nf_Lw


Deep Learning for 
Financial Time Series Forecasting

66Source: https://machinelearningmastery.com/how-to-develop-lstm-models-for-time-series-forecasting/

https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM

https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM


Deep Learning for 
Financial Time Series Forecasting

67Source: https://machinelearningmastery.com/how-to-develop-lstm-models-for-time-series-forecasting/

https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM

https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM


Deep Learning for 
Financial Time Series Forecasting

68

https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM

Source: https://github.com/yash-1337/AAPL_LSTM_Stock_Predictor/blob/master/AAPL_daily_LSTM_stock_predictor.ipynb

https://colab.research.google.com/drive/1aEK0eSev8Q-Y0nNY32geFk7CB8pVgSQM


AI in
FinTech

69



Robo-Advisors

70



FinTech high-level classification

71

Lending Payments AnalyticsRobo
Advisors Others

Profile Advice Re-Balance Indexing

Source: Paolo Sironi (2016), “FinTech Innovation: From Robo-Advisors to Goal Based Investing and Gamification”, Wiley.



From Algorithmic Trading 
to Personal Finance Bots: 

41 Startups Bringing 

AI to Fintech
72Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/



From Algorithmic Trading To Personal Finance Bots: 
41 Startups Bringing AI To Fintech

73Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/

AI in Fintech



74Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/

Artificial Intelligence (AI) in Fintech



75Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/

Artificial Intelligence (AI) in Fintech



FinTech
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Financial Technology
FinTech

“providing 
financial services 
by making use of 

software and 
modern technology”

77Source: https://www.fintechweekly.com/fintech-definition



Financial 
Services
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Financial Services

79Source: http://www.crackitt.com/7-reasons-why-your-fintech-startup-needs-visual-marketing/



FinTech: Financial Services Innovation

80Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf



FinTech: 
Financial Services Innovation

1. Payments
2. Insurance

3. Deposits & Lending
4. Capital Raising

5. Investment Management
6. Market Provisioning

81Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf



FinTech: Investment Management

82Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf

5



83Source: https://www.stockfeel.com.tw/2015��	������
����/

FinTech: Investment Management
Empowered Investors

Process Externalization

5



FinTech: Market Provisioning

84Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf

6



85Source: https://www.stockfeel.com.tw/2015��	������
����/

FinTech: Market Provisioning
Smarter, Faster Machines

New Market Platforms

6



The New Alpha: 30+ Startups 
Providing Alternative Data For 

Sophisticated Investors

86Source: https://www.cbinsights.com/blog/alternative-data-startups-market-map-company-list/

New sources of data mined by 
startups like Foursquare, Premise, 
and Orbital Insight are letting 
investors understand trends
before they happen.



The New Alpha: 30+ Startups Providing 
Alternative Data For Sophisticated Investors

87Source: https://www.cbinsights.com/blog/alternative-data-startups-market-map-company-list/



Artificial Intelligence 
for 

Conversational 
Robo-Advisor
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AI Conversational Robo-Advisor

89

AI Portfolio
Asset Allocation

AI Conversation
Dialog System

Multichannel
Platforms



Portfolio Performance in 2016 
Annual Portfolio Statistics

90

Black-Litterman
Portfolio

- the LSTM
Investor Views

Markowitz
Portfolio

Equally
Weighted
Portfolio

S&P 500
Index

Annual return 16.151% 15.172% 12.428% 9.643%
Annual volatility 13.897% 14.365% 15.870% 13.169%

Sharpe ratio 1.14697 1.05534 0.81762 0.76492
Stability 0.82500 0.82515 0.82514 0.78754

Max drawdown -10.105% -10.465% -12.529% -10.306%
Skew -0.35652 -0.52985 -0.56976 -0.36795

Kurtosis 2.49845 3.00613 2.41894 2.21958
Daily value at risk -1.688% -1.750% -1.948% -1.619%

Alpha 0.06445 0.05354 0.02158 0.00000
Beta 1.01485 1.04816 1.15631 1.00000

Information ratio 0.10935 0.09129 0.04655 -
Source: Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018), "AI Robo-Advisor with Big Data Analytics for Financial Services", in Proceedings of the 2018 

IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018.



Portfolio Cumulative Returns

91Source: Min-Yuh Day, Tun-Kung Cheng and Jheng-Gang Li (2018), "AI Robo-Advisor with Big Data Analytics for Financial Services", in Proceedings of the 2018 
IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018.



System Architecture of 
AI Conversational Robo-Advisor

92Source: Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018), "Artificial Intelligence for Conversational Robo-Advisor", in Proceedings of the 2018 IEEE/ACM 
International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018



Cumulative Returns 
Markowitz v.s. Black-litterment

93Source: Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018), "Artificial Intelligence for Conversational Robo-Advisor", in Proceedings of the 2018 IEEE/ACM 
International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018



Conversational Model 
(LINE, FB Messenger)

94Source: Min-Yuh Day, Jian-Ting Lin and Yuan-Chih Chen (2018), "Artificial Intelligence for Conversational Robo-Advisor", in Proceedings of the 2018 IEEE/ACM 
International Conference on Advances in Social Networks Analysis and Mining (ASONAM 2018), Barcelona, Spain, August 28-31, 2018



Conversational Robo-Advisor
Multichannel UI/UX 

Robots

95

ALPHA 2 ZENBO



AI Chatbot for  
Conversational 

Commerce
96



Chatbots: Evolution of UI/UX 

97Source: https://bbvaopen4u.com/en/actualidad/want-know-how-build-conversational-chatbot-here-are-some-tools



Chatbot
Dialogue System
Intelligent Agent

98



Chatbot

99Source: https://www.mdsdecoded.com/blog/the-rise-of-chatbots/



Dialogue System

100
Source: Serban, I. V., Lowe, R., Charlin, L., & Pineau, J. (2015). A survey of available corpora for building data-driven dialogue systems. arXiv
preprint arXiv:1512.05742.



Can 
machines 

think?
(Alan Turing ,1950)

101
Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 

PhD diss., University of Pennsylvania, 2017.



Chatbot
“online human-computer

dialog system
with 

natural language.”
102

Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 
PhD diss., University of Pennsylvania, 2017.



Chatbot Conversation Framework

103Source: https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c



From 
E-Commerce 

to 
Conversational Commerce: 

Chatbots 
and 

Virtual Assistants
104Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/



Conversational Commerce: 
eBay AI Chatbots

105Source: https://www.forbes.com/sites/rachelarthur/2017/07/19/conversational-commerce-ebay-ai-chatbot/



Hotel Chatbot

106Source: https://sdtimes.com/amazon/guest-view-capitalize-amazon-lex-available-general-public/



107Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

H&M’s Chatbot on Kik



108Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

Uber’s Chatbot on Facebook’s Messenger

Uber’s chatbot on Facebook’s messenger 
- one main benefit: it loads much faster than the Uber app



Savings Bot

109Source: https://chatbotsmagazine.com/artificial-intelligence-ai-and-fintech-part-1-7cae1e67dc13



Mastercard Makes Commerce More Conversational

110Source: https://newsroom.mastercard.com/press-releases/mastercard-makes-commerce-more-conversational-with-launch-of-chatbots-for-banks-and-merchants/

https://newsroom.mastercard.com/press-releases/mastercard-makes-commerce-more-conversational-with-launch-of-chatbots-for-banks-and-merchants/


Bot 
Platform

Ecosystem
111



112Source: https://www.oreilly.com/ideas/infographic-the-bot-platform-ecosystem



113Source: https://www.oreilly.com/ideas/infographic-the-bot-platform-ecosystem



114Source: https://venturebeat.com/2016/08/11/introducing-the-bots-landscape-170-companies-4-billion-in-funding-thousands-of-bots/



115Source: https://medium.com/@RecastAI/2017-messenger-bot-landscape-a-public-spreadsheet-gathering-1000-messenger-bots-f017fdb1448a /



The Bot Lifecycle

116Source: https://chatbotsmagazine.com/the-bot-lifecycle-1ff357430db7



Chatbots
Bot Maturity Model

117Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Customers want to have simpler means to interact with businesses and 
get faster response to a question or complaint.



Question 
Answering

(QA)
118
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IMTKU 
Question Answering System

for 
World History Exams 
at NTCIR-13 QALab-3

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan
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IMTKU Textual Entailment System for 
Recognizing Inference in Text 

at NTCIR-10 RITE-2
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IMTKU Question Answering System for 

World History Exams at NTCIR-12 QA Lab2

myday@mail.tku.edu.tw
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IMTKU Question Answering System for 
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IMTKU System Architecture for NTCIR-13 QALab-3 
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Question 
(XML)

Question Analysis

Document Retrieval

Answer Extraction

Answer Generation

Stanford 
CoreNLP

JA&EN 
Translator

Wikipedia

Answer
(XML)

Complex Essay

Simple Essay

True-or-False

Factoid

Slot-Filling

Unique

Word Embedding
Wiki Word2Vec

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan



System Architecture of 
Intelligent Dialogue and Question Answering System
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Question Analysis

Document Retrieval

Answer Extraction

Answer 
Generation

Answer 
Validation

Python
NLTK

Deep Learning
TensorFlow

IR

Dialogue 
KB

Deep Learning

Answer

Dialogue Intention 
Detection

User Question Input

System 
Response 
Generator

AIML KB
AIML

Dialogue 
Engine

Real Time 
Dialogue

API
Cloud

Resource

RNN
LSTM
GRU



AI
Dialogue 
System
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Chatbot

128Source: https://www.mdsdecoded.com/blog/the-rise-of-chatbots/



Can 
machines 

think?
(Alan Turing ,1950)

129
Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 

PhD diss., University of Pennsylvania, 2017.



Chatbot
“online human-computer

dialog system
with 

natural language.”
130

Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 
PhD diss., University of Pennsylvania, 2017.



Chatbot Conversation Framework

131Source: https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c



Dialogue System

132
Source: Serban, I. V., Lowe, R., Charlin, L., & Pineau, J. (2015). A survey of available corpora for building data-driven dialogue systems. arXiv
preprint arXiv:1512.05742.



Short Text Conversation Task 
(STC-3)

Chinese Emotional Conversation 
Generation (CECG) Subtask

133Source: http://coai.cs.tsinghua.edu.cn/hml/challenge.html

http://coai.cs.tsinghua.edu.cn/hml/challenge.html


NTCIR Short Text Conversation
STC-1, STC-2, STC-3

134Source: https://waseda.app.box.com/v/STC3atNTCIR-14

https://waseda.app.box.com/v/STC3atNTCIR-14


The 14th NTCIR (2018 - 2019)

135http://research.nii.ac.jp/ntcir/ntcir-14/index.html

http://research.nii.ac.jp/ntcir/ntcir-14/index.html


136

NTCIR-14 STC-3
Short Text Conversation Task (STC-3)

Chinese Emotional Conversation Generation (CECG) Subtask

http://www.aihuang.org/p/challenge.html

http://www.aihuang.org/p/challenge.html


Short Text Conversation 
(NTCIR-13 STC2)
Retrieval-based

137Source: http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm


Short Text Conversation 
(NTCIR-13 STC2)

Generation-based

138Source: http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm


Given post: 
�����
�	�����

The man who cooks and loves dogs is very handsome!

Response Chinese / Translated English
Emotion 

Class
Coherence 

and Fluency
Emotion 

Consistency Label

Response 1 �� ��������

The man who cooks is handsome.

��

Like
Yes Yes 2

Response 2 ��"�����

Haha, I feel the same way.

��

Like
Yes No 1

Response 3 ��������#

Which movie is this from?

	�

Disgust
No Yes 0

Response 4 ��,����
Haha, the same to you.

��

Like
No No 0

Response 5 �����

I love you, will you.

	�

Disgust
No Yes 0

Response 6 ��
��
��!
This is the same way of the same doctrine!

	�

Disgust
No No 0

139Source: http://coai.cs.tsinghua.edu.cn/hml/challenge/evaluation_metric/

http://coai.cs.tsinghua.edu.cn/hml/challenge/evaluation_metric/


NLPCC 
Emotion Classification Challenge

6 classes (64%)
• 0: Other
• 1: Like
• 2: Sadness
• 3: Disgust
• 4: Anger
• 5: Happiness

140Source: http://coai.cs.tsinghua.edu.cn/hml/challenge/dataset_description/

http://coai.cs.tsinghua.edu.cn/hml/challenge/dataset_description/


Chinese Emotional Conversation Generation 
(CECG)

Post
(Given)

Emotion 
Category 
(Given)

Response
(to be generated)

LO_��dSQ
f@+�e

The man who cooks and loves dogs is very handsome!
!E

Like
��dSQ
=.+S��

The man who cooks is handsome.

MMf<%=�� f,7��P�e

Daddy, tomorrow is June 1th Children‘s Day. Please take me 
out to play!

!E

Like
&f�(,�

Yes, of course.

YN�#�S
2Rf�.b^fWZ��#�f�?b
^�

It's sad to be ignored by someone that you really care, and 
it's harder to pretend that you don't care.

3�

Sadness
"�#�f8#��

I am concerned with it, because I care 
about it.

�%c$S�*Je�[�F7�$gege

Harbin is in the snow! Are you going to freeze me to 
death?!?!

!E

Like
H5�>f)/�6�!
Keep warm. Watch out for getting 
cold!

AB4'�9GDfVC�7?0��

I wanted to learn the vicissitudes of life, but I became sadder.
3�

Sadness
`=��3�S:	�

It a sad story.

�%�;%a#I]\U�XK.Tf�_=.-/Se

I have been training at the seaside all day. Though very tired, I 
still very happy!

1�

Happiness
=S�f-/e

Yeah, happy!

141Source: http://coai.cs.tsinghua.edu.cn/hml/challenge/task_definition/

http://coai.cs.tsinghua.edu.cn/hml/challenge/task_definition/


Sample responses generated by 
Seq2Seq and ECM 

(Emotional Chatting Machine)

142
Source: Zhou, Hao, Minlie Huang, Tianyang Zhang, Xiaoyan Zhu, and Bing Liu. "Emotional chatting machine: 

emotional conversation generation with internal and external memory." arXiv preprint arXiv:1704.01074 (2017).



Sample responses generated by 
Seq2Seq and ECM 

(Emotional Chatting Machine)

143
Source: Zhou, Hao, Minlie Huang, Tianyang Zhang, Xiaoyan Zhu, and Bing Liu. "Emotional chatting machine: 

emotional conversation generation with internal and external memory." arXiv preprint arXiv:1704.01074 (2017).



Summary
1. �"
2. AI�& ����%�
–$���
–�����$��
–#������

3. �!�����$����
4. ����-	�
AI���
5. QA
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(AI Investment Analysis for Finance Services and 
Business Applications Trends)

Tamkang
University
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