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Publications Co-Chairs, IEEE/ACM International Conference on 

Advances in Social Networks Analysis and Mining (ASONAM 2013- )

Program Co-Chair, IEEE International Workshop on 
Empirical Methods for Recognizing Inference in TExt (IEEE EM-RITE 2012- )

Workshop Chair, The IEEE International Conference on 
Information Reuse and Integration (IEEE IRI)
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Outline
•Artificial Intelligence (AI)
•Chatbots
•Conversational Commerce
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Artificial 
Intelligence 

(AI)
4



Definition 
of 

Artificial Intelligence 
(A.I.) 
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Artificial Intelligence 

“… the science and 
engineering

of 
making 

intelligent machines” 
(John McCarthy, 1955)

6Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… technology that 
thinks and acts 
like humans”

7Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… intelligence
exhibited by 
machines or 

software”
8Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



4 Approaches of AI

9

Thinking Humanly Thinking Rationally

Acting Humanly Acting Rationally

Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



4 Approaches of AI

10Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



4 Approaches of AI

11

2.
Thinking Humanly: 

The Cognitive
Modeling Approach

3. 
Thinking Rationally:
The “Laws of Thought” 

Approach

1.
Acting Humanly:

The Turing Test 
Approach (1950)

4. 
Acting Rationally:

The Rational Agent 
Approach

Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



AI Acting Humanly:
The Turing Test Approach

(Alan Turing, 1950)

• Natural Language Processing (NLP)
• Knowledge Representation
• Automated Reasoning
• Machine Learning (ML)
• Computer Vision
• Robotics

12Source: Stuart Russell and Peter Norvig (2016) , Artificial Intelligence: A Modern Approach, 3rd Edition, Pearson International



Boston Dynamics: Atlas 

13https://www.youtube.com/watch?v=fRj34o4hN4I

https://www.youtube.com/watch?v=fRj34o4hN4I


Humanoid Robot: Sophia

14https://www.youtube.com/watch?v=S5t6K9iwcdw

https://www.youtube.com/watch?v=S5t6K9iwcdw


Artificial Intelligence (A.I.) 
Timeline 

15Source: https://digitalintelligencetoday.com/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/



Artificial Intelligence
Machine Learning & Deep Learning

16Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



17Source: https://www.i-scoop.eu/artificial-intelligence-cognitive-computing/
Ecosystem of AI

Artificial Intelligence (AI) 
is many things



Artificial Intelligence (AI)
Intelligent Document Recognition algorithms

18Source: https://www.i-scoop.eu/artificial-intelligence-cognitive-computing/



Deep Learning Evolution

19Source: http://www.erogol.com/brief-history-machine-learning/

Deep Learning



AI 
and 

Cognitive Computing
20Source: http://research.ibm.com/cognitive-computing/



Intelligent 
Chatbots

21



Conversational 
Commerce

22



From 
E-Commerce 

to 
Conversational Commerce: 

Chatbots
and 

Virtual Assistants
23Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/



Question 
Answering

24



Dialogue 
System

25



Chatbot

26Source: https://www.mdsdecoded.com/blog/the-rise-of-chatbots/



Can 
machines 

think?
(Alan Turing ,1950)

27
Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 

PhD diss., University of Pennsylvania, 2017.



Chatbot
“online human-computer

dialog system
with 

natural language.”
28

Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 
PhD diss., University of Pennsylvania, 2017.



Chatbot Conversation Framework

29Source: https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c



From 
E-Commerce 

to 
Conversational Commerce: 

Chatbots
and 

Virtual Assistants
30Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/



31Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

H&M’s chatbot on Kik



32Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

Uber’s chatbot on Facebook’s messenger

Uber’s chatbot on Facebook’s messenger 
- one main benefit: it loads much faster than the Uber app



Savings Bot

33Source: https://chatbotsmagazine.com/artificial-intelligence-ai-and-fintech-part-1-7cae1e67dc13



Bot 
Platform

Ecosystem
34



35Source: https://www.oreilly.com/ideas/infographic-the-bot-platform-ecosystem



36Source: https://www.oreilly.com/ideas/infographic-the-bot-platform-ecosystem



37Source: https://venturebeat.com/2016/08/11/introducing-the-bots-landscape-170-companies-4-billion-in-funding-thousands-of-bots/



38Source: https://medium.com/@RecastAI/2017-messenger-bot-landscape-a-public-spreadsheet-gathering-1000-messenger-bots-f017fdb1448a /



The Bot Lifecycle

39Source: https://chatbotsmagazine.com/the-bot-lifecycle-1ff357430db7



Chatbots
Bot Maturity Model

40Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Customers want to have simpler means to interact with businesses and 
get faster response to a question or complaint.



System Architecture of 
Intelligent Dialogue and Question Answering System

41
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Question 
Answering

42



43

IMTKU 
Question Answering System

for 
World History Exams 
at NTCIR-13 QALab-3

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan



IMTKU Question Answering System for 
World History Exams at NTCIR-13 QALab-3

myday@mail.tku.edu.tw
NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan

Department of Information Management 
Tamkang University, Taiwan

Tamkang University

Min-Yuh Day

Yue-Da Lin 

Chao-Yu Chen
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IMTKU System Architecture for NTCIR-12 QALab2 

NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan 45
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(XML)
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IMTKU System Architecture for NTCIR-13 QALab-3 

46

Question 
(XML)

Question Analysis

Document Retrieval
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Answer Generation

Stanford 
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Answer
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Word Embedding
Wiki Word2Vec

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan



NTCIR-9 Workshop, December 6-9, 2011, Tokyo, Japan
myday@mail.tku.edu.tw

Department of Information Management 
Tamkang University, Taiwan

Chun TuMin-Yuh Day

IMTKU Textual Entailment System for 
Recognizing Inference in Text 

at NTCIR-9 RITE

Tamkang
University
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mailto:myday@mail.tku.edu.tw


IMTKU Textual Entailment System for 
Recognizing Inference in Text 

at NTCIR-10 RITE-2

Tamkang
University

myday@mail.tku.edu.tw
NTCIR-10 Conference, June 18-21, 2013, Tokyo, Japan

Department of Information Management 
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Tamkang University 2013

mailto:myday@mail.tku.edu.tw


Ya-Jung WangMin-Yuh Day Che-Wei Hsu
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En-Chun Tu

IMTKU Textual Entailment System for 
Recognizing Inference in Text at NTCIR-11 RITE-VAL
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NTCIR-11 Conference, December 8-12, 2014, Tokyo, Japan

Tamkang University

Yu-An Lin



IMTKU Question Answering System for 

World History Exams at NTCIR-12 QA Lab2
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IMTKU Question Answering System for 
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Can a robot pass a university entrance exam?
Noriko Arai at TED2017

52
https://www.ted.com/talks/noriko_arai_can_a_robot_pass_a_university_entrance_exam

https://www.youtube.com/watch?v=XQZjkPyJ8KU

https://www.ted.com/talks/noriko_arai_can_a_robot_pass_a_university_entrance_exam
https://www.youtube.com/watch?v=XQZjkPyJ8KU


Watson DeepQA Architecture

53
Source: Ferrucci, David, Eric Brown, Jennifer Chu-Carroll, James Fan, David Gondek, Aditya A. Kalyanpur, Adam Lally et al. 

"Building Watson: An overview of the DeepQA project." AI magazine 31, no. 3 (2010): 59-79.



Dialogue System

54
Source: Serban, I. V., Lowe, R., Charlin, L., & Pineau, J. (2015). A survey of available corpora for building data-driven dialogue systems. arXiv
preprint arXiv:1512.05742.



55

Chat-oriented Dialogue System

Source: Banchs, R. E., & Li, H. (2012, July). IRIS: a chat-oriented dialogue system based on the vector space model. 
In Proceedings of the ACL 2012 System Demonstrations (pp. 37-42). Association for Computational Linguistics.



AIML Dialogue System

56Source: Morales-Rodríguez, María Lucila, Rogelio Florencia Juárez, Hector J. Fraire Huacuja, and José A. Martínez Flores. "Emotional conversational agents in clinical psychology 
and psychiatry." In Mexican International Conference on Artificial Intelligence, pp. 458-466. Springer Berlin Heidelberg, 2010.



ALICE and AIML

57Source: http://www.alicebot.org/aiml.html



AIML 
(Artificial Intelligence Markup Language)

<category>
<pattern>HELLO</pattern>
<template>Hi, I am a robot</template>

</category>

58Source: http://www.alicebot.org/aiml.html



AIML 
(Artificial Intelligence Markup Language)

• <aiml>
– the tag that begins and ends an AIML document

• <category>
– the tag that marks a "unit of knowledge" in an 

Alicebot's knowledge base
• <pattern>

– used to contain a simple pattern that matches 
what a user may say or type to an Alicebot

• <template>
– contains the response to a user input

59Source: http://www.alicebot.org/aiml.html



<category>

<pattern>WHAT ARE YOU</pattern>

<template>

<think><set name="topic">Me</set></think>

I am the latest result in artificial intelligence,

which can reproduce the capabilities of the human brain

with greater speed and accuracy.

</template>

</category>

60

AIML 
(Artificial Intelligence Markup Language)

Source: http://www.alicebot.org/aiml.html



61Source: Pilato, G., Augello, A., Vassallo, G., & Gaglio, S. (2008). EHeBby: An evocative humorist chat-bot. Mobile Information Systems, 4(3), 165-181.

Humorist Chat-bot



Deep Learning for Dialogues 

Intent Classification
Intent LSTM

LSTM (Long-Short Term Memory)
GRU (Gated Recurrent Unit)

62Source: Hakkani-Tür, Dilek, Gokhan Tur, Asli Celikyilmaz, Yun-Nung Chen, Jianfeng Gao, Li Deng, and Ye-Yi Wang. "Multi-domain joint semantic frame parsing using bi-directional 
RNN-LSTM." In Proceedings of The 17th Annual Meeting of the International Speech Communication Association. 2016.



Dialogue Utterance

63

An example utterance with annotations of semantic slots in 
IOB format (S), domain (D), and intent (I), 
B-dir and I-dir denote the director name.

Source: Hakkani-Tür, Dilek, Gokhan Tur, Asli Celikyilmaz, Yun-Nung Chen, Jianfeng Gao, Li Deng, and Ye-Yi Wang. "Multi-domain joint semantic frame parsing using bi-directional 
RNN-LSTM." In Proceedings of The 17th Annual Meeting of the International Speech Communication Association. 2016.



End-to-end Memory Network 
Model for Multi-turn SLU

64Source: Chen, Yun-Nung, Dilek Hakkani-Tür, Gokhan Tur, Jianfeng Gao, and Li Deng. "End-to-end memory networks with knowledge carryover for 
multi-turn spoken language understanding." In Proceedings of Interspeech. 2016.



65Source: Chen, Yun-Nung, Dilek Hakkani-Tür, Gokhan Tur, Jianfeng Gao, and Li Deng. "End-to-end memory networks with knowledge carryover for 
multi-turn spoken language understanding." In Proceedings of Interspeech. 2016.



Deep Learning for SLU 
(Spoken Language Understanding)

66Source: Hakkani-Tür, Dilek, Gokhan Tur, Asli Celikyilmaz, Yun-Nung Chen, Jianfeng Gao, Li Deng, and Ye-Yi Wang. "Multi-domain joint semantic frame parsing using bi-directional 
RNN-LSTM." In Proceedings of The 17th Annual Meeting of the International Speech Communication Association. 2016.



Encoder-decoder model for joint 
intent detection and slot filling

67
Source: Liu, Bing, and Ian Lane. "Attention-Based Recurrent Neural Network Models for Joint Intent Detection and Slot Filling."

arXiv preprint arXiv:1609.01454 (2016).

(a) with no aligned inputs. 



68
Source: Liu, Bing, and Ian Lane. "Attention-Based Recurrent Neural Network Models for Joint Intent Detection and Slot Filling."

arXiv preprint arXiv:1609.01454 (2016).

(b) with aligned inputs. 

Encoder-decoder model for joint 
intent detection and slot filling



69
Source: Liu, Bing, and Ian Lane. "Attention-Based Recurrent Neural Network Models for Joint Intent Detection and Slot Filling."

arXiv preprint arXiv:1609.01454 (2016).

(c) with aligned inputs and attention

Encoder-decoder model for joint 
intent detection and slot filling



End-to-End Task-Completion 
Neural Dialogue Systems

70
Source: Li, Xuijun, Yun-Nung Chen, Lihong Li, and Jianfeng Gao. "End-to-end task-completion neural dialogue systems."

arXiv preprint arXiv:1703.01008 (2017).

Reinforcement learning is used to train all components in an end-to-end fashion 



Slot
Intent

71
Source: Li, Xuijun, Yun-Nung Chen, Lihong Li, and Jianfeng Gao. "End-to-end task-completion neural dialogue systems."

arXiv preprint arXiv:1703.01008 (2017).



72
Source: Li, Xuijun, Yun-Nung Chen, Lihong Li, and Jianfeng Gao. "End-to-end task-completion neural dialogue systems."

arXiv preprint arXiv:1703.01008 (2017).

Slot
Intent



73

Sample dialogues generated 
by rule-based and RL agents 

Source: Li, Xuijun, Yun-Nung Chen, Lihong Li, and Jianfeng Gao. "End-to-end task-completion neural dialogue systems."
arXiv preprint arXiv:1703.01008 (2017).



74

Sample dialogues generated 
by rule-based and RL agents 

Source: Li, Xuijun, Yun-Nung Chen, Lihong Li, and Jianfeng Gao. "End-to-end task-completion neural dialogue systems."
arXiv preprint arXiv:1703.01008 (2017).



Sample dialogues generated 
by rule-based and RL agents 

75
Source: Li, Xuijun, Yun-Nung Chen, Lihong Li, and Jianfeng Gao. "End-to-end task-completion neural dialogue systems."

arXiv preprint arXiv:1703.01008 (2017).



A Deep Reinforcement Learning 
Chatbot

Iulian V. Serban, Chinnadhurai Sankar, Mathieu 
Germain, Saizheng Zhang, Zhouhan Lin, Sandeep 
Subramanian, Taesup Kim, Michael Pieper, Sarath

Chandar, Nan Rosemary Ke, Sai Mudumba, Alexandre 
de Brebisson Jose M. R. Sotelo, Dendi Suhubdy, 

Vincent Michalski, Alexandre Nguyen, Joelle Pineau
and Yoshua Bengio

Montreal Institute for Learning Algorithms, 
Montreal, Quebec, Canada

76
Source: Serban, Iulian V., Chinnadhurai Sankar, Mathieu Germain, Saizheng Zhang, Zhouhan Lin, Sandeep Subramanian, Taesup Kim et al. 

"A Deep Reinforcement Learning Chatbot." arXiv preprint arXiv:1709.02349 (2017).



A Deep Reinforcement Learning 
Chatbot

MILABOT: 
Chatbot developed by the 

Montreal Institute for Learning 
Algorithms (MILA) 

for the 
Amazon Alexa Prize competition

77
Source: Serban, Iulian V., Chinnadhurai Sankar, Mathieu Germain, Saizheng Zhang, Zhouhan Lin, Sandeep Subramanian, Taesup Kim et al. 

"A Deep Reinforcement Learning Chatbot." arXiv preprint arXiv:1709.02349 (2017).



MILABOT 
Dialogue manager control flow 

78
Source: Serban, Iulian V., Chinnadhurai Sankar, Mathieu Germain, Saizheng Zhang, Zhouhan Lin, Sandeep Subramanian, Taesup Kim et al. 

"A Deep Reinforcement Learning Chatbot." arXiv preprint arXiv:1709.02349 (2017).

1 2 3

Q: “What is your name?”
R: "I am an Alexa Prize Socialbo” 



79
Source: Serban, Iulian V., Chinnadhurai Sankar, Mathieu Germain, Saizheng Zhang, Zhouhan Lin, Sandeep Subramanian, Taesup Kim et al. 

"A Deep Reinforcement Learning Chatbot." arXiv preprint arXiv:1709.02349 (2017).



MILABOT 
Computational graph 

for scoring model

80
Source: Serban, Iulian V., Chinnadhurai Sankar, Mathieu Germain, Saizheng Zhang, Zhouhan Lin, Sandeep Subramanian, Taesup Kim et al. 

"A Deep Reinforcement Learning Chatbot." arXiv preprint arXiv:1709.02349 (2017).

model selection policies based on 
both action-value function and stochastic policy parametrizations 



LSTM/GRU Utterance Classifer

81
Source: Ravuri, Suman, and Andreas Stolcke. "A comparative study of recurrent neural network models for lexical domain classification." In Acoustics, 

Speech and Signal Processing (ICASSP), 2016 IEEE International Conference on, pp. 6075-6079. IEEE, 2016.



RNN and LSTM cell

82
Source: Hori, Chiori, Takaaki Hori, Shinji Watanabe, and John R. Hershey. "Context-Sensitive and Role-Dependent Spoken Language Understanding 

using Bidirectional and Attention LSTMs." Interspeech 2016 (2016): 3236-3240.



Basic Chat Bot Components

83Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016
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Traditional Chat Bots

Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Chatbots with Machine Learning

85Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



How Brain Works

86Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Information Pathway During 
Conversation

87Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Idea from Structure  

88Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



AI Deep Learning Chatbot
Architecture

89Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Model Chain Order

90Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016
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Model Chain Order

Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



AI Deep Learning for Chatbot

92Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Data Converter for Chatbot
Subtitle Files from Movie

93Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



94

Data Converter for Chatbot
Subtitle Files from Movie

Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Conversation Bot Model

• Embedding RNN Sequence-to-sequence model
– Testing
• 4-layer to 8-layer swallow learning (without input/output 

layer)

• Use tensorflow.contrib.learn (formally sklearn
package)
– Simpler and easier than traditional handcrafted RNN
– Seq2seq, LSTMCell, GRUCell

95Jeongkyu Shin (2016), Building AI Chat bot with Python 3 and TensorFlow, PyCon APAC 2016



Chatbot Architectures

• Information Retrieval based Bot (IR-Bot)
• Task Oriented Bot (Task-Bot)
• Chitchat-Bot (Chatbot)

96



Ask Me Anything: 
Dynamic Memory Networks 

for 
Natural Language 

Processing

97
Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



• I: Jane went to the hallway.
• I: Mary walked to the bathroom.
• I: Sandra went to the garden.
• I: Daniel went back to the garden.
• I: Sandra took the milk there.
• Q: Where is the milk?

98

Dynamic Memory Networks
(DMN)

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



• I: Jane went to the hallway.
• I: Mary walked to the bathroom.
• I: Sandra went to the garden.
• I: Daniel went back to the garden.
• I: Sandra took the milk there.
• Q: Where is the milk?
• A: garden

99

Dynamic Memory Networks
(DMN)

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



• I: Jane went to the hallway.
• I: Mary walked to the bathroom.
• I: Sandra went to the garden.
• I: Daniel went back to the garden.
• I: Sandra took the milk there.
• Q: Where is the milk?
• A: garden
• I: It started boring, but then it got interesting.
• Q: What’s the sentiment?
• A: positive
• Q: POS tags?
• A: PRP VBD JJ , CC RB PRP VBD JJ .

100

Dynamic Memory Networks
(DMN)

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



Dynamic Memory Networks
(DMN)

101
Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



102

Dynamic Memory Networks
(DMN)

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



103

Question: Where was Mary before the Bedroom?

Dynamic Memory Networks
(DMN)

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



104

Question: Where was Mary before the Bedroom?
Answer: Cinema.

Dynamic Memory Networks
(DMN)

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and 
Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).



Dynamic Memory Networks 
for Visual and Textual 
Question Answering

105



Question Answering with
Dynamic Memory Network (DMN+)

106
Source: Xiong, Caiming, Stephen Merity, and Richard Socher. "Dynamic memory networks for visual and textual question answering."
arXiv preprint arXiv:1603.01417 (2016).
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Source: Xiong, Caiming, Stephen Merity, and Richard Socher. "Dynamic memory networks for visual and textual question answering."
arXiv preprint arXiv:1603.01417 (2016).

Dynamic Memory Network (DMN+)
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Source: Xiong, Caiming, Stephen Merity, and Richard Socher. "Dynamic memory networks for visual and textual question answering."
arXiv preprint arXiv:1603.01417 (2016).

Dynamic Memory Network (DMN+)
Episodic Memory Module of the DMN+



Differentiable Neural Computer
(DNC)

109Source: Graves, A., Wayne, G., Reynolds, M., Harley, T., Danihelka, I., Grabska-Barwińska, A., ... & Badia, A. P. (2016). 
Hybrid computing using a neural network with dynamic external memory. Nature, 538(7626), 471-476



Facebook AI Research : 
bAbI Project

• The (20) QA bAbI tasks
• The (6) dialog bAbI tasks
• The Children’s Book Test
• The Movie Dialog dataset
• The WikiMovies dataset
• The Dialog-based Language Learning dataset
• The SimpleQuestions dataset

110Source: https://research.fb.com/projects/babi/



Facebook bAbI QA Datasets
1 Mary moved to the bathroom.
2 John went to the hallway.
3 Where is Mary?        bathroom        1
4 Daniel went back to the hallway.
5 Sandra moved to the garden.
6 Where is Daniel?      hallway 4
7 John moved to the office.
8 Sandra journeyed to the bathroom.
9 Where is Daniel?      hallway 4
10 Mary moved to the hallway.
11 Daniel travelled to the office.
12 Where is Daniel?     office  11
13 John went back to the garden.
14 John moved to the bedroom.
15 Where is Sandra?     bathroom        8
1 Sandra travelled to the office.
2 Sandra went to the bathroom.
3 Where is Sandra?      bathroom        2

111Source: https://research.fb.com/projects/babi/



Facebook bAbI QA Datasets

112
Source: Weston, Jason, Antoine Bordes, Sumit Chopra, Alexander M. Rush, Bart van Merriënboer, Armand Joulin, and Tomas Mikolov. "Towards 
AI-complete question answering: A set of prerequisite toy tasks." arXiv preprint arXiv:1502.05698 (2015).



Facebook bAbI QA Datasets

113
Source: Weston, Jason, Antoine Bordes, Sumit Chopra, Alexander M. Rush, Bart van Merriënboer, Armand Joulin, and Tomas Mikolov. "Towards 
AI-complete question answering: A set of prerequisite toy tasks." arXiv preprint arXiv:1502.05698 (2015).



Facebook bAbI QA Datasets

114
Source: Weston, Jason, Antoine Bordes, Sumit Chopra, Alexander M. Rush, Bart van Merriënboer, Armand Joulin, and Tomas Mikolov. "Towards 
AI-complete question answering: A set of prerequisite toy tasks." arXiv preprint arXiv:1502.05698 (2015).



Learning End-to-End 
Goal-Oriented Dialog
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1 hi hello what can i help you with today
2 can you make a restaurant reservation with italian cuisine for six people in a 
cheap price range i'm on it
3 <SILENCE> where should it be
4 rome please ok let me look into some options for you
5 <SILENCE> api_call italian rome six cheap 

116Source: https://research.fb.com/projects/babi/

Facebook bAbI Dialogue Datasets



117Source: Bordes, Antoine, and Jason Weston. "Learning End-to-End Goal-Oriented Dialog." arXiv preprint arXiv:1605.07683 (2016).



The Dialog bAbI Tasks

118Source: Bordes, Antoine, and Jason Weston. "Learning End-to-End Goal-Oriented Dialog." arXiv preprint arXiv:1605.07683 (2016).



119Source: Bordes, Antoine, and Jason Weston. "Learning End-to-End Goal-Oriented Dialog." arXiv preprint arXiv:1605.07683 (2016).

The Dialog bAbI Tasks



120Source: Bordes, Antoine, and Jason Weston. "Learning End-to-End Goal-Oriented Dialog." arXiv preprint arXiv:1605.07683 (2016).

The Dialog bAbI Tasks



Short Text Conversation 
(NTCIR-13 STC2)
Retrieval-based

121Source: http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm


Short Text Conversation 
(NTCIR-13 STC2)

Generation-based

122Source: http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm


Summary
•Artificial Intelligence (AI)
•Chatbots
•Conversational Commerce
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