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Definition
of

Artificial Intelligence
(A.l.)



Artificial Intelligence

“ . the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“.. intelligence
exhibited by
machines or

software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally




4 Approaches of Al

Thinking Humanly

“The exciting new effort to make comput-
ers think ... machines with minds, in the
full and literal sense.” (Haugeland, 1985)

“IThe automation of] activities that we
associate with human thinking, activities
such as decision-making, problem solv-
ing, learning . ..” (Bellman, 1978)

Thinking Rationally

“The study of mental faculties through the
use of computational models.”
(Charniak and McDermott, 1985)

“The study of the computations that make
it possible to perceive, reason, and act.”
(Winston, 1992)

Acting Humanly

“The art of creating machines that per-
form functions that require intelligence
when performed by people.” (Kurzweil,
1990)

“The study of how to make computers do
things at which, at the moment, people are
better.” (Rich and Knight, 1991)

Acting Rationally

“Computational Intelligence is the study
of the design of intelligent agents.” (Poole
et al., 1998)

“Al ...is concerned with intelligent be-
havior in artifacts.” (Nilsson, 1998)

10



4 Approaches of Al

2.
Thinking Humanly:
The Cognitive
Modeling Approach

3.
Thinking Rationally:
The “Laws of Thought”
Approach

1.

Acting Humanly:
The Turing Test
Approach s

4.
Acting Rationally:
The Rational Agent
Approach

11



Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

Natural Language Processing (NLP)
Knowledge Representation
Automated Reasoning

Machine Learning (ML)

Computer Vision

Robotics

12



Boston Dynamics: Atlas

> Pl o) 022/0:54

#13 ON TRENDING
What's new, Atlas?

https://www.youtube.com/watch?v=fRj3404hN4|
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https://www.youtube.com/watch?v=fRj34o4hN4I

Humanoid Robot: Sophia
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> Pl o) 1:29/504 (cc K SC

https://www.youtube.com/watch?v=S5t6K9iwcdw
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https://www.youtube.com/watch?v=S5t6K9iwcdw

Artificial Intelligence (A.l.)

Timeline

A.l. TIMELINE & -
m ‘:\ ‘A’-,'

1950 1955 1961 1964 1966 A.l. 1997 1998

Computer scientist Term ‘artificial First industrial robot, Pioneering chatbot The "first electronic WI NTER Deep Blue, a chess- Cynthia Breazeal at MIT
Alan Turing proposes a  intelligence’ is coined Unimate, goes to work  developed by Joseph person’ from Stanford, Many false starts and playing computer from  introduces KISmet, an
test for machine by computer scientist,  at GM replacing Weizenbaum at MIT Shakey is a general- dead-ends leave Al out |BM defeats world chess emotionally intelligent
intelligence. If a John McCarthy to humans on the holds conversations purpose mobile robot ;1o 014 champion Garry robot insofar as it
machine can trick describe “the science assembly line with humans that reasons about Kasparov detects and responds
humans into thinking it  and engineering of its own actions to people’s feelings

is human, then it has making intelligent

intelligence machines”

<0+ AlphaGo

1999 2002 2011 2011 2014 2014 2016 2017

Sony launches first First mass produced Apple integrates Siri, IBM’s question Eugene Goostman, a Amazon launches Alexa, Microsoft's chatbotTay = Google’s A.l. AlphaGo
consumer robot pet dog autonomous robotic an intelligent virtual answering computer chatbot passes the an intelligent virtual goes rogue on social beats world champion
AIBO (Al robot) with vacuum cleaner from assistant with a voice Watson wins first place  Turing Test with a third  assistant with a voice media making Ke Jie in the complex
skills and personality iRobot learns to navigate interface, into the on popular $1M prize of judges believing interface that completes inflammatory and board game of Go,
that develop overtime  and clean homes iPhone 4S television quiz show Eugene is human shopping tasks offensive racist notable for its vast
Jeopardy comments number (2179) of

possible positions




Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL
INTELLIGENCE

Early artificial intelligence

stirs excitement. M AC H I N E
LEARNING

DEEP
LEARNING

MK MK
MMM

1950’s 1960's 1970’s 1980’s 1990’s 2000's 2010’s

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



Artificial Intelligence (Al)
is many things

DEEP
LEARNING

.(;i‘t,'\:’ \;‘x:: ,'\
RECOMMENDATION “\@
ENGINES

N1

PREDICTIVE
ANALYTICS

NLP/TEXT MINING

= ,;,0\
o7 -

EVIDENCE
BASED

MACHINE
LEARNING SYSTEMS

o

o2%e oo °
R4 '0_.0.9 000
o ¥ .e

PRESCRIPTIVE
ANALYTICS

NATURAL LANGUAGE GENERATION

Ecosystem of Al




Artificial Intelligence (Al)
Intelligent Document Recognition algorithms
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Subjective Popularity

Deep Learning Evolution

Vapnik, Cortes
J.R. Quinlan
Breiman
Freund, Schapire
Linnainmaa 1970
Werbos
‘,\Of? o ° Decision Tree, ID3 w
\'56 '\96
& 5
o"e '\(“. LeCun
& Perceptron N Rumelhart, Hinton, Williams
@ | Hetch, Nielsen
Hochreiter et. al. ——_
° Neu?al Networks J. Schmidhuber ;:%3: No
' IDSIA ndrew
Created by erogol
[ I I ! I I l I ' l J >
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015
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Al

and
Cognitive Computing




Intelligent
Chatbots



Conversational
Commerce



From
E-Commerce
to
Conversational Commerce:
Chatbots
and
Virtual Assistants



Question
Answering



Dialogue
System




FLIGHT BOT o

n Let’s look for tickets!
Ok 22)
()

New York
Seatle
Sept 15
Sept 19
2 Adults

Is this info correct?

(8) v

| have found 17 results @
L

Type your message here... >

O

26



Can
machines

think?

(Alan Turing ,1950)




Chatbot

“online human-computer
dialog system
with
natural language.”



Chatbot Conversation Framework

Conversations

Chatbot Conversation Framework

General Al
EICESY

Ol |mpossible
Domain

Rules-Based

Closed ,
[Easiest]

Domain

Retrieval- Generative-
Based Based

Responses
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From
E-Commerce
to
Conversational Commerce:
Chatbots
and
Virtual Assistants



H&M'’s chatbot on Kik

( : \ S \ C \ [ .
ey ' ¢ === y L e ] O ==

seeee MChatbot ¥ 16:20 4 BAvEN } eeene M Cratbot ¥ 1621 75 gaxEm ﬂ esnee MogaFon ¥ 16:23 1 83I%mm } sssee WM Chatbot ¥ 16:25 73 82%mm)

{ Hasap H&M Oyt < Hasap H&M ot < Hasap H&M Ot < Hazap H&M oyt
3 Ceroams @ 12:54 PM ' Great! Time to learn . ) :
| - | your taste with a few | Here's an outfit with a |

Hi . ! Welcome to H&M #M  “either or" questions... jeans. How do you feel
#M  on Kik . ° ) y’ML about this?

| | Which do you prefer, 1 | |

Let's get to know your #M  or2?
style with a few quick ° <
/I.Mo questions! i 4
! \
Do want to see
L /mo $96.96

men's or women's
Mllo clothing?

MIHYTY HI32A

FY1if you like
something, tap on the
#M  item . toshopit!

e’m

#H
Great, lets get started!! = LA Looks great s
LUNER 3 8 M $110.96
- Awesome! Would you
Which of the following Coolio! What's your R, n ¢ like to s!\op’this, share it
A#M  best describes you? A4 thoughts on these two? L Son Al orsaveit? &
ar <) == + L) == + © (== + ©) (==



Uber’s chatbot on Facebook’s messenger

(A

L PR T

Requested uberX
© Dolores Park

0 © 222 Market 51 San Francisco CA

Hi Sarah, we'll let you know
when your driver is on the way!

0 Canced Rde

Your Uber &5 on the way. Michael
(4.9 stars) will arive in 2 minutes
in & Toyota Prius, license plate
FAC3BOK.

View Map

g Call Driver
@

)

O

Uber’s chatbot on Facebook’s messenger
- one main benefit: it loads much faster than the Uber app




Savings Bot

=)

00 -

« Back SAVINGSBOT

goad to see you! 'What can |

help you with today?

“A panny saved
is a penny earned.”

Do you want me 10 turm on
my auto-save feature?

fovasome! What are you saving
far this time?

New Ride

+ Back

VIEW CREDIT OPTIONS

Rk 33 PM 00T -

SAVINGSEOT

$9,500

ASK BUDGETBOT

\

7N

seecs NETWORK 133 P

« Back SAVINGSBOT

Sweet!

How much do you want 1o save?

Ok, how soon do you want this
new nada?

Alnght! I've chacked your
spendng habits and I'll transfer a
fow dollars into this account avery
week

OK It | send you updates every
once in 3 whila to kat your know

how you're doing?

No, thanks. Sure

100 % —

q

/’\

.

_

33



Bot
Platform
Ecosystem




The bot platform ecosystem
and the emerging giants

Nearly every large software company has announced some sort of bot strategy in the last year. Here's
alook at a handful of leading platforms that developers might use to send messages, interpret natural
language, and deploy bots, with the emerging bot-ecosystem giants highlighted.

General Al agents with platforms
Developer access available now or announced

' G O O V

Siri Alexa/Echo Cortana Viv
Apple Google Amazon Microsoft Viv Labs
Messaging platforms

L0~ I O @
iMessage Messenger WhatsApp Slack WeChat Kik

Apple Facebook Facebook Tencent
Allo Telegram Twilio Line Skype
Google Naver Microsoft

35



Bot frameworks and deployment platforms

& AUTOMAT ()

) N/

12

Wit.ai BotKit Chatfuel Automat Bot Framework
Facebook Howdy Microsoft
. 0000 .
< > e . </>
o ®
° .. .. ... . LJ
Api.ai Pandorabots MindMeld Gupshup Sequel

Google



DESIGNED BY

JONGIFUENTES Bots Landscape VE| Profiles

Bots with traction
. @ Iin’ P““’:a' L D Virtual agents/

Customer service
R

D@@-.EOE

M e— - ——— -

—SF DB~ “<‘II%W©EOHMIWME

- — — ..

—— e —

NE& - Y80

Connectors/

Al Tools: Natural Language Processing,
Shared Services

Machine Learning, Speech & Voice Recognition

E@oB -EEROACCE - Lo zEOEE—
tes@6 | -EEC E-e/'DRsw-DvEDENL:
= nemro HAE:EHE: o ~f
Bot Discovery e s R
Bot Discovery fr
@ @ ? g g Bot developer frameworks and tools
1 ~O-DE*EE7 »9ed« oo
—— B CIE. 2 wol - ME = =0 ¢ BEE -
Analytics
B Ansivcs Messaging

-:‘! ____ ‘é ag-? kik- Alloca..




. Messenger Bot Landscape

Food

The Wine Pairer Plum  Pescetarian Kitchen  Hungry Foodie
Fitmeal Entrée Chatobook Make My Sushi Voome

ﬁ"‘
£ )

Y

Communication

Tangowork Typeform Anony Tarjimly Refugio Rescue Messe Match
Sensay LangLearnBot Chat Club Lingio Translate Decodemoji  U-Report Global Twiggo

<

kS
‘° r"w |.__.|

May 2017

Utilities

Poncho Calcbot DotCom Server Monsitor
A 2
@' ﬁ B
X
English Dictionary Youtube Search Idea Bot QRobot Instant Translator

Personal

M Operator Swelly AskVoila

0] o Ja-

kea Build  Selectionnist Bud Light Bot Ask Gary Vee Gick Visabot

1
.=. G
—

Analytics

SISENSE Stockflare  Pagelnsights DAM

C _J
:4_ DaM ‘ @
SISENSE = J

BuzzlLogger Trading Bot

Travel

Grindbase KLM British Airways  Space Explorer  AustrianAlrines

SnapTravel Kayak Ticketbot Rapido

Skyscanner

o -JKlo

Entertainment

Spotify Kim Kardashian  La Bringue 50 Cent Loquilo Fiel  LindsayLohan  Maroon 5
e - 1
5 m L
MTV News Axwell Alngrosso  RedBull TV SantaBot Star Wars Bot Citron Pokébot

HAEEE e

Design

ColoretoBot  Connie Digital AWNWARDS Mr. Norman Graphic Design  SnapBot

=) N o

News

CNN Digg wsJ Reddit Bot

-. Tl vis) i B

R
The Guardian France Info  Chatbots Mag VentureBeat

B

Al Jazeera

Hacker News Wired

@ 08

Developer Tools | Education

Genius Kimch
HackerOne Wiredelta
Robbie Zilly MemoryzerBot Ainstein

=)
et
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The Bot Lifecycle

il@" =\ ™ mi
—— Requirements EI
Analyze .

Spec \

The

of a bot

B D = el

Deploy



Chatbots
Bot Maturity Model

Customers want to have simpler means to interact with businesses and

Interaction

Intelligence

get faster response to a question or complaint.

Level 1 > Level 2 ‘> Level 3 >

Multi Bot-to-bot

One Channel Muilti
\ ) channel . e . interaction
. Onelanguage /| .~ . language - —— C—DB
Handoff beos conversation
Human to bot = llstenlne) =

. interaction Line based Conversation B
/ intelligence based interaction
intel
State ( Mood ) |
machine e
(Slmple Q&A) Bot initiates

—— C Training of conversation
C channel ) NLP model Event AP! intelligent
listening / producing queries
C Menu based )
=) o
API queries i
rules q information

Integration

Source: https://lwww.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/ 40



System Architecture of
Intelligent Dialogue and Question Answering System

User Question Input

' \ L 2 ’ : Deep Learning )
RNN ( . i ™
Dialogue Intention _ . __TensorFlow
LSTM 1@ S ﬂ Question Analysis )
GRU Detection ) Python

— " 1| l l  NLTK

i AIML h , Dialogue
: [ Document Retrieval
AIML KB Dialogue KB
g Engine ) 1 1
] R
- ~ [ Answer Extraction ]
3 Real Time
Cloud Dialogue l
Resource . AP Answer [ Answer I l beep Learning]
4 ~ Generation Validation
System

Response ‘\L Answer

Generator

41




Question
Answering



IMTKU
Question Answering System
for
World History Exams

at NTCIR-13 QALab-3

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan



T

~ Tamkang University ¢
NTCIR ‘o . “
X b= R

IMTKU Question Answering System for
World History Exams at NTCIR-13 QALab-3

Department of Information Management
Tamkang University, Taiwan

s sl
i
<
of Hibi5as
jnss
e
e
S
1

Wanchu Huang  shi-Ya Zheng | I-Hsuan Huang Rﬁng C
myday@mail.tku.edu.tw
NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan

dh

Min-Chun Kuo Yue-Da Lin Yi-Jing Lin
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IMTKU System Architecture for NTCIR-12 QALab2

Question

o T " JA&EN |

Complex Essay | : __Translator

[ Simple Essa 4-»[ Question Analysis ) .
p y Stanford

True-or-False |: 1 l  CoreNLP |
el Y

; e N ) r 1
¥ S [ Document Retrieval | >l Lucene

i1 Slot-Filling | ! J

| S NN S _
U 3§ l

[ Answer Extraction

] Wikiped;
!

Answer [ Answer I l Machine]
Generation Valiiation Learning

NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan

Answer
(XML)
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IMTKU System Architecture for NTCIR-13 QALab-3

Question

o T " JAKEN |
: | Complex Essay __Translator
: : Question Analysis

Simple Essay i' 'l " Stanford |

True-or-False |: l 1 | CoreNLP |
: Factoid ) — —
lr“_S_Ia’E-_F_iI_Ii_n_g_“\: [ Document Retrieval I ~ Wikipedia

el el el 5 = L =
' Unique 1 1 !

Answer Extraction ]

l !

[ Answer Generation

! !

Answer
(XML)

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan 46

Word Embedding ]
Wiki Word2Vec




Tamkang University
X = R 2011
IMTKU Textual Entailment System for

Recognizing Inference in Text
at NTCIR-9 RITE

Department of Information Management
Tamkang University, Taiwan

Min-Yuh Day Chun Tu
myday @ mail.tku.edu.tw

NTCIR-9 Workshop, December 6-9, 2011, Tokyo, Japan
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Tamkang University
X = R 2013
IMTKU Textual Entailment System for

Recognizing Inference in Text
at NTCIR-10 RITE-2

Department of Information Management
Tamkang University, Taiwan

Min-Yuh Day Chun Tu Hou-Cheng Vong  Shih-Wei Wu  Shih-Jhen Huang

myday@mail.tku.edu.tw
NTCIR-10 Conference, June 18-21, 2013, Tokyo, Japan
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IMTKU Textual Entailment System for
Recognizing Inference in Text at NTCIR-11 RITE VAL

Tamkang University 20 14
1% s kK

Min-Yuh Day Ya-Jung Wang Che-Wei Hsu En-Chun Tu

Huai-Wen Hsu Yu-An Lin Shang-Yu Wu Yu- Hsuan Ta| Cheng-Chia Tsai
NTCIR-11 Conference, December 8-12, 2014, Tokyo, Japan



NTCIR 2 0 1 6

IMTKU Question Answering System for
World History Exams at NTCIR-12 QA Lab2

Department of Information Management
Tamkang University, Taiwan
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Min-Yuh Day Cheng Chla Tsai Wei-Chun Chung Hsiu-Yuan Chang Tzu Jui Sun Yuan- Jle Tsai Jin-Kun Lin Cheng-Hung Lee

Sagacity Technolog

Yu-Ming Guo Yue-Dalin Wei-Ming Chen Yun-Da Tsai Cheng- Jh|h Han Yi-Jing Lin Yi-Heng Chiang Ching-Yuan Chien

myday@mail.tku.edu.tw
NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan
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Can a robot pass a university entrance exam?
Noriko Arai at TED2017

|deas worth spreading WATCH  DISCOVER  ATT

11:25 )

https://www.ted.com/talks/noriko arai can a robot pass a university entrance exam
https://www.youtube.com/watch?v=XQZjkPyJ8KU
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https://www.ted.com/talks/noriko_arai_can_a_robot_pass_a_university_entrance_exam
https://www.youtube.com/watch?v=XQZjkPyJ8KU

Watson DeepQA Architecture

= e
S RN
Evidence tw."‘\ >
Sources \" 4
Sources N — - |

lestion
Questio Supporting Deep

Evidence Evidence

Candidate Retrieval Scoring

Answer
Generation

Primary
Search

~
~

v

Question Hypothesis Soft Hypothesis and Final Merging
Analysis Generation Filtering Evidence Scoring . and Ranking

Trained
Models

Answer and
Confidence
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Dialogue System

Automatic Speech
Recognizer

/

Natural Language

Interpreter

—>

Dialogue State
Tracker

Text-To-Speech
Synthesizer

Natural Language

Generator

Dialogue
Response
Selection

\ Dialogue System /
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Chat-oriented Dialogue System

Dy ) INIT END
namic
replacement 0 ‘1 f‘

. Dialogue
g . . initiation/ending

Vocabulary o O ﬁ

Learning

>

adaptation

v

exit? = = = o +*

!

generate __|
response

new -
utterance< -

Vocabulary | v -
learning .
oov? .

Style/manners adapt?

History
similarity
Utterance
similarity

Dialogue
Database

Dialogue
Management
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AIML Dialogue System

D-I;gl)guz:a Dialogue Appraisal
’ Management Evaluation
Personality
Response
Dialogue

“

Response

Source: Morales-Rodriguez, Maria Lucila, Rogelio Florencia Juarez, Hector J. Fraire Huacuja, and José A. Martinez Flores. "Emotional conversational agents in clinical psychology
and psychiatry." In Mexican International Conference on Attificial Intelligence, pp. 458-466. Springer Berlin Heidelberg, 2010.
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ALICE and AIML

el ale bl

ARTIFICIAL INTELLIGENCE FOUNDATION
PROMOTING THE DEVELOPMENT AND ADOPTION OF
ALICE anp AIML FRee SOFTWARE

e
ALICE

I A.L.I.C.E Silver Edition DAVE E.S.L. bot C.L.A.U.D.1.0 Personality Test GET SITEPAL AVATARS

Free Live Chat with the award winning A. I. chat robot A. L. I. C. E.

Get Started
Chat with A.L.I.C.E.
Chat with Fake Kirk

What is AIML?
Foundation Bot Directory
Bot Industry Survey
AIML Overview

Software

Downloads

Bot Hosting

AIML Sets

AIML 1.1 Specification
AIML 2.0 Working Draft
Documentation
Superbot - New!

Links

ESL

Books

Film and TV

Recent Press

Popular Culture

Web Ontologies

ALICE and A.I. History
Scholarly Research and
Teaching

Site Info
alicebot.org
Rank: 257,092

Links in: 638

. YL

AIML: Artificial Intelligence Markup Language
AIML (Artificial Intelligence Markup Language) is an XML-compliant language that's easy to learn, and makes it possible for you to
begin customizing an Alicebot or creating one from scratch within minutes.

The most important units of AIML are:
* <aiml>: the tag that begins and ends an AIML document
» <category>: the tag that marks a "unit of knowledge" in an Alicebot's knowledge base
* <pattern>: used to contain a simple pattern that matches what a user may say or type to an Alicebot
» <template>: contains the response to a user input

There are also 20 or so additional more tags often found in AIML files, and it's possible to create your own so-called "custom
predicates". Right now, a beginner's guide to AIML can be found in the AIML Primer.

The free A.L.I.C.E. AIML includes a knowledge base of approximately 41,000 categories. Here's an example of one of them:

<category>
<pattern>WHAT ARE YOU</pattern>
<template>
<think><set name="topic">Me</set></think>
I am the latest result in artificial intelligence,
which can reproduce the capabilities of the human brain
with greater speed and accuracy.
</template>
</category>

(The opening and closing <aiml> tags are not shown here, because this is an excerpt from the middle of a document.)

Everything between <category> and </category> is -- you guessed it -- a category. A category can have one pattern and one
template. (It can also contain a <that> tag, but we won't get into that here.)

The pattern shown will match only the exact phrase "what are you" (capitalization is ignored).

But it's possible that this category may be invoked by another category, using the <srai> tag (not shown) and the principle of
reductionism.

In any case, if this category is called, it will produce the response "I am the latest result in artificial intelligence..." shown above. In
addition, it will do something else interesting. Using the <think> tag, which causes Alicebot to perform whatever it contains but hide
the result from the user, the Alicebot engine will set the "topic" in its memory to "Me". This allows any categories elsewhere with an

Subscription Bots
A.L.I.C.E. Silver Edition

DAVE E.S.L. Bot
CLAUDIO Personality Test

o

Build native
i0S, Android,
and Windows

apps in C#
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AIML
(Artificial Intelligence Markup Language)

<category>
<pattern>HELLO</pattern>
<template>Hi, | am a robot</template>
</category>
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AIML
(Artificial Intelligence Markup Language)
* <aiml>
— the tag that begins and ends an AIML document
* <category>

— the tag that marks a "unit of knowledge" in an
Alicebot's knowledge base

e <pattern>

— used to contain a simple pattern that matches
what a user may say or type to an Alicebot

e <template>
— contains the response to a user input
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AIML
(Artificial Intelligence Markup Language)

<category>
<pattern>WHAT ARE YOU</pattern>
<template>
<think><set name="topic">Me</set></think>
| am the latest result in artificial intelligence,
which can reproduce the capabilities of the human brain
with greater speed and accuracy.
</template>
</category>
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Humorist Chat-bot

User yahoo Messenger
User Interface

SR Computational

——
h e ~ o,

Chatbot
Rational Area

&}
«© . ®
P, »
yd
/ o
Data-driven

Chatbot
Evocative Area

“Semantic Space”
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Deep Learning for Dialogues

Intent Classification
Intent LSTM

LSTM (Long-Short Term Memory)
GRU (Gated Recurrent Unit)



Dialogue Utterance

W find recent comedies by james
Voo | Loy

S O B-date B-genre O B-dir

D  movies

I find_movie

An example utterance with annotations of semantic slots in
|OB format (S), domain (D), and intent (1),
B-dir and I-dir denote the director name.

cameron

l
I-dir
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End-to-end Memory Network
Model for Multi-turn SLU

Sentence Encoder

history
utterances

{x;}

p; Knowledge Attention Distribution

I . [ Nl |

Contextual
RNN, ...
T
) ——
NEREREEEERYEp

Memory Representation

Y

Weighted
Sum

h

slot tagging
sequence Y

T

RNN
_ Sentence Inner Knowledge Encoding Tagger
Encoder Product Representation )
RNN, o
[o9 (| W
Hc ~ u 0

current utterance
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D communication
I send_email
U just sent email to bob about fishing this weekend

oo ool ol | |

B-contact_name B-subject I-subject I-subject

S

- send_email(contact_name=“bob”, subject="fishing this weekend”)

U, sendemail tobob

v

S 1 B-contact_name
- send_email(contact_name=“bob”)

U, are we going to fish this weekend

Sz B-message l I-message l I-message l I-message
I-message |-message I-message

- send_email(message="are we going to fish this weekend”)
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Deep Learning for SLU
(Spoken Language Understanding)

Yo V1 Y2 Yn Yo V1 Y2 Yn

(a) LSTM (b) LSTM-LA

intent

(c) bLSTM-LA (b) Intent LSTM

66



Encoder-decoder model for joint
intent detection and slot filling

Flight
: (Intent)
h h h h, |
f ‘ Tz 13 14 : \cmtent (Slot Filling)
— — — o) FromLoc/\| O ToLoc
frc[m JA tL Sellttle T N ) 1 \ T r\
X1 X2 X3

(a) with no aligned inputs.

|
) \c\/ \CV \c \c
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Encoder-decoder model for joint
intent detection and slot filling

Flight
(Intent)
h, h, h, h,
T T T T (Slot Filling)
- — — @) FromLoc O TolLoc
frcIm LTA tL Sellttle I \ i | \ T /\ T
X, X, X, X, T \/ T V T \/ T
h, h, h, h,

(b) with aligned inputs.
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Encoder-decoder model for joint
intent detection and slot filling

Flight

(Intent)
, n, hs h,
T T I T : C.tent (Slot Filling)
— i O FromLoc O TolLoc

fr(Im LIA tL Sel\ttle T \ ‘ \ T /\ ) T

X X X X ' ' >

1 2 3 4 T \ \ V \ \/ T\

h =1 2 C, h4 C,

(c) with aligned inputs and attention
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End-to-End Task-Completion
Neural Dialogue Systems

Text Input

Are there any action
movies to see this
weekend?

Natural Language Generation (NLG)

w, —m W w, — EOS

Time t-2

Time ¢-1 w, W,

Time t

g .
/ Language Understanding (LU\

EOS

W:..

2

Semantic Frame

Y

3 -

<slot>

request_movie

[ J <intent>
. -—)’ ; genre=action,
\' / date=this weekend
> Error Model Controller ¥
£ )
User Dialogue Action M Dialogue :
Inform(location=San Francisco) System Action/ angaement <> Backend
Policy (DM) Database
| request_location \_ 5

A <

7 il T

User Simulator

User Agenda Modeling

End-to-End Neural Dialogue System

Reinforcement learning is used to train all components in an end-to-end fashion
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Slot

Intent
W find action movies this weekend
{ l 1 l 3
S O B-genre O B-date I-date

I find_movie
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Slot
Intent

Annotations

Intent

request, inform, deny, confirm_question,
confirm_answer, greeting, closing, not_sure,
multiple_choice, thanks, welcome

Slot

actor, actress, city, closing, critic_rating,
date, description, distanceconstraints,
greeting, implicit_value, movie_series,
moviename, mpaa.rating, numberofpeople,
numberofkids, taskcomplete, other, price,
seating, starttime, state, theater,
theater_chain, video_format, zip, result,
ticket, mc_list
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Sample dialogues generated
by rule-based and RL agents

Rule-based agent

User: Can I get some tickets for zoolander 2?

Agent: What movie are you interested in?

User: I want to watch zoolander 2.

Agent: What time would you like to see it?

User: I want to watch at 9:25 pm.

Agent: What city you would like?

User: I want to watch at seattle.

Agent: What date would you like to watch it?

User: I want to set it up tomorrow.

Agent: Which theater would you like?

User: I want to watch at regal meridian 16.

Agent: How many tickets do you need?

User: I want 2 tickets please!

Agent: Great - I was able to purchase 2 tickets for you to
see zoolander 2 tomorrow at regal meridian 16 theater in
seattle at 9:25 pm.

User: Thank you.

Agent: Thank you.

Success
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Sample dialogues generated
by rule-based and RL agents

RL agent

User: Can I get tickets for zoolander 2 tomorrow?

Agent: Which city would you like?

User: I want to watch at seattle.

Agent: How many tickets do you need?

User: I want 2 tickets please!

Agent: 9:25 pm is available.

User: I want to watch at regal meridian 16.

Agent: Great - I was able to purchase 2 tickets for you to
see zoolander 2 tomorrow at regal meridian 16 theater in
seattle at 9:25 pm.

User: Thank you.

Agent: Thank you.

Success
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Sample dialogues generated
by rule-based and RL agents

New episode, user goal:

{

“request_slots”: {
“ticket”: “UNK”

“inform_slots™: {

99, €&

eIty o “sedttle”,
“numberofpeople”: “2”,
“theater”: “regal meridian 16”,
“starttime”: “9:25 pm”,
“date”: “tomorrow”,

9, ¢

“moviename’: “zoolander 2”
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A Deep Reinforcement Learning
Chatbot

lulian V. Serban, Chinnadhurai Sankar, Mathieu
Germain, Saizheng Zhang, Zhouhan Lin, Sandeep
Subramanian, Taesup Kim, Michael Pieper, Sarath
Chandar, Nan Rosemary Ke, Sai Mudumba, Alexandre
de Brebisson Jose M. R. Sotelo, Dendi Suhubdy,
Vincent Michalski, Alexandre Nguyen, Joelle Pineau
and Yoshua Bengio

Montreal Institute for Learning Algorithms,
Montreal, Quebec, Canada
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A Deep Reinforcement Learning
Chatbot
MILABOT:

Chatbot developed by the
Montreal Institute for Learning
Algorithms (MILA)
for the
Amazon Alexa Prize competition



MILABOT
Dialogue manager control flow

Response Response
models selection policy

Generate e Evaluate
candidate Has priority candidate
responses

response?

responses

YES
/ Dlalogue history /

Return priority Return selected
/ ASR confidences / response response

Q: “What is your name?”
R: "I'am an Alexa Prize Socialbo”
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Dialogue Dialogue

SYSTEM: Hi. This is an Alexa Prize

socialbot. USER: Let’s talk about movies.

USER: Hi SYSTEM: What’s your favorite movie?

SYSTEM: Do you have pets?
USER: Yes, I have two rabbits.

Candidate Responses

USER: star wars movie

Candidate Responses

BoWEscapePlan: I don’t have an answer for
this.

BoWFactGenerator: Did you know that male
rabbits are called bucks, females are does?
GRUQuestionGenerator: How about the
American family of it?

Initiatorbot: Do you believe in love at first
sight?

LSTMClassifierMSMarco: Mar 23, 2017 Two
Parts: Learning What to Feed Your Rabbit
Learning How to ...
DualEncoderRedditNews: bye doggie
DualEncoderRedditPolitics: Who’s edger u
shboys?

Alicebot: Hurrah! Two is a good number
of rabbits.

Elizabot: OK, but can you elaborate a bit?
VHREDRedditMovies: Hmm. Nope, never
heard of it.

VHREDSubtitles: Would you like to see
them?

HelpResponse: I would really like to talk
about news, politics or movies.

BoWEscapePlan: I don’t have an answer for this.
BoWFactGenerator: Here’s an interesting fact. The
international telephone dialing code for Antarctica is 672.
GRUQuestionGenerator: how about your New York City?
Initiatorbot: How was your day?
LSTMClassifierMSMarco: A third Anthology film will
be released in 2020.

DualEncoderRedditNews: Now whisper it to me , one
more time bby.

DualEncoderRedditPolitics: hahaha on mobile this ain’t
even close. I wish I could show you but this looks awful
I’m sorry man.

Alicebot: What did you like about the robots in that
movie?

Elizabot: How does that make you feel?

Evi: Star Wars movie a movie in the Star Wars series.
VHREDRedditMovies: Oh please. Please. Pleeeease. Let
this happen.

VHREDSubtitles: What?

HelpResponse: I would really like to talk about news,
politics or movies.
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Dialogue
history

Candidate
response

>

1458 dim.
ﬁ

Input
Layer

MILABOT

Computational graph
for scoring model

—

Rectified
linear

e

500 dim.
ﬁ

Hidden
Layer

e —

Linear

20 dim.
M)

Hidden
Layer

5 dim. 1dim.
AMT
—ef>-| Classification
Softmax Layer

model selection policies based on
both action-value function and stochastic policy parametrizations
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LSTM/GRU Utterance Classifer

‘ intent class \

GRU/LSTM, GRU/LSTM,
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RNN and LSTM cell

Yr =D (a|hT,T,.)
D D [:] [:] D [:] output layer

P CT,t hT,t

recurrent {' L[;j CIJC ) )| Lst™ layer

connections ',
\\." ,

i

7,1

m (_] m [_] projection layer
5

4

ﬁ m [_] m m [_] input layer

x4+ = onehot(w; ;)
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Basic Chat Bot Components

Natural e
Context Decision Response

Analyzer maker Generator

Language
Processor
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Traditional Chat Bots

. Natural
Lexical Language
Input Processor

Context Decision Response Lexical
Analyzer maker Generator Output

Morphemic :
analyzer Search engine Templates

Taxonomy
analyzer

84



Chatbots with Machine Learning

Sentence
To Context Decision Response Lexical
vector Analyzer maker Generator Output

converter

Deep-learning model Deep-learning model
(RNN / sentence-to-sentence)

. Natural
Lexical Language
Input Processor

SyntaxNet / NLU

(Natural Language

Understanding) Knowledgebase Per-user context
sta g, (useful with TH/IDF ask bots) memory
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How Brain Works

* Parallelism: performing a task at separated areas

Cognition

Decision making

Language processe
(Broca / Wernicke)

Reflex conversation
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Information Pathway During
Conversation

" During conversation: 5 senq information ( Q

i
169,
1
processes to 6. Postprocessing to

W ‘
determine answer ‘ generate sentence

5. Send conceptual — @
response to parietal lobe

Clipart* () cliparts. *

3. Context recognition

4. Spread / gather
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Idea from Structure

" During conversation: 5 send information < Q

3. Context recognition

4. Spread / gather
processes to
determine answer

6. Postprocessing to
generate sentence

-~

Clipart* (c) cliparts. ®

5. Send conceptual
response to parietal lobe
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Lexical
Input

Al Deep Learning Chatbot
Architecture

Deep-learning model Sentence generator
(sentence-to-sentence
+ context-aware word generator)

Knowledge engine

Disintegrator Context Lexical
parser Grammar Tone Output

Emotion engine generator  generator

Context memory

NLP + StV Context analyzer+Decision maker Response generator
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Model Chain Order

Sentence generator

Context analyzer
Disintegrator +

Decision maker Grammar Tone

generator generator

NLP + StV Response generator \
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Model Chain Order

Sentence generator

Fragmented Fragmented koSt Text with
Normal text text text NG e tones
sequence sequence

. Context analyzer .
Lexical Disintegrator + Lexical

Input Decision maker Output

Grammar Tone
Semantic
sequence

generator generator
NLP + StV Response generator "
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Al Deep Learning for Chatbot

No way, are you caring me now?

‘ Disi nteg rator Disintegrator NLP + StV
no way you care I now
Deep-learning model
. Context analyzer e e e i
+ context-aware word generator) analyzer
[GUESS] I [CARE] [PRESENT] A
. Knowledge engin Decision
‘ Decision maker Context Context maker

parser memory

Emotion engine

because yesterday you tired
‘ G rammar generator Sentence generator
Response

Because you looked tired yesterday Grammar generator i nae
‘ Tone g enerator Tone generator

Because you looked tired yesterday hmm
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.smi to .srt

Data Converter for Chatbot

Subtitle Files from Movie

Join
.srt files into one .txt

Remove
Logo / Ending
Song scripts
Remove
timestamps : Lines with
and Japanese
blank lines Characters
and
the next lines
of them

Fetch

Character names
Nouns
Numbers
using
custom dictionary

(Anime characters,
Locations,
Specific nouns)

subtitle_converter.py

93



Data Converter for Chatbot
Subtitle Files from Movie

Sentence data Train
Remove for
disintegrator
Reformat Too short sentences disintegrator integrator with
Duplicates grammar model grammar model|

merge tone model tone model

sliced captions
into one line pandas

Extract Conversations

Conversation data Train
for sequence-to-sequence
Bot model bot model

subtitle_converter.py pandas
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Conversation Bot Model

* Embedding RNN Sequence-to-sequence model
— Testing

 4-layer to 8-layer swallow learning (without input/output
layer)

* Use tensorflow.contrib.learn (formally sklearn
package)
— Simpler and easier than traditional handcrafted RNN
— Seg2seq, LSTMCell, GRUCell
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Chatbot Architectures

* |Information Retrieval based Bot (IR-Bot)
e Task Oriented Bot (Task-Bot)
* Chitchat-Bot (Chatbot)
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Ask Me Anything:
Dynamic Memory Networks
for
Natural Language
Processing



Dynamic Memory Networks
(DMN)

I: Jane went to the hallway.

I: Mary walked to the bathroom.
I: Sandra went to the garden.

I: Daniel went back to the garden.
I: Sandra took the milk there.

Q: Where is the milk?
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Dynamic Memory Networks
(DMN)

I: Jane went to the hallway.

I: Mary walked to the bathroom.
I: Sandra went to the garden.

I: Daniel went back to the garden.
I: Sandra took the milk there.

Q: Where is the milk?

A: garden
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Dynamic Memory Networks
(DMN)

I: Jane went to the hallway.

I: Mary walked to the bathroom.
I: Sandra went to the garden.

I: Daniel went back to the garden.
I: Sandra took the milk there.

Q: Where is the milk?

A: garden

|: It started boring, but then it got interesting.
Q: What’s the sentiment?

A: positive

Q: POS tags?

A: PRPVBD JJ, CCRB PRPVBDJJ.
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Dynamic Memory Networks

(DMN})

Episodic Memory

T Ipp—— A ——

Input Text Sequence

>

Answer

Question

Source: Kumar, Ankit, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and

Richard Socher. "Ask me anything: Dynamic memory networks for natural language processing." arXiv preprint arXiv:1506.07285 (2015).
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Dynamic Memory Networks

(DMN})

Episodic Memoryez

Module

1

0.0

e;

0.0

Answer module

N
& o“’
S

Question Module g
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Dynamic Memory Networks
(DMN)

Question: Where was Mary before the Bedroom?

Facts Episode 1 Episode 2 Episode 3

Yesterday Julie traveled to the school.

Yesterday Marie went to the cinema. ]
This morning Julie traveled to the kitchen.

Bill went back to the cinema yesterday.

Mary went to the bedroom this morning. ]
Julie went back to the bedroom this afternoon.

[done reading] ]
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Dynamic Memory Networks
(DMN)

Question: Where was Mary before the Bedroom?
Answer: Cinema.

Facts Episode 1 Episode 2 Episode 3

Yesterday Julie traveled to the school.

Yesterday Marie went to the cinema. ]
This morning Julie traveled to the kitchen.
Bill went back to the cinema yesterday.

Mary went to the bedroom this morning. ]
Julie went back to the bedroom this afternoon.

[done reading] ]
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Dynamic Memory Networks
for Visual and Textual
Question Answering



Question Answering with

Dynamic Memory Network (DMN+)

C\' Episodic Memory

Answer |
Attention Memory | [®| Kitchen
Mechanism Update

A

John moved to the garden.
John got the apple there.
John moved to the kitchen.
Sandra got the milk there.
John dropped the apple.

John moved to the office.

O Episodic Memory

Answer |
Attention Memory > Palm
Mechanism Update

tt

Where is the
apple?

Input Module

What kind of
tree is in the
background?
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Dynamic Memory Network (DMN+)

<> <> <>
Facts f1 f2 f3
GRU » GRU » GRU

layer GRU | GRU | GRU
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Dynamic Memory Network (DM

Episodic Memory Module of the DMN+

N+)

m2

Episodic Memory Pass 2 A
Attention Mechanism Memory Update
AttnGRU » AttnGRU —» —— AtnGRU H» 2 —| O - O O

T T “

| Gate Attention | %@)

4

A

Episodic Memory Pass 1 A

Attention Mechanism Memory Update

AttnGRU AttnGRU —— — AtnGRU H» ¢l —| O -+

T T “

\ 4

| Gate Attention | M

QO

4

A

0

m
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Differentiable Neural Computer
(DNC)

d Memory usage
a Controller b Read and write heads € Memory and temporal links

Output }
Write vector
-3 " -

Erase vector
o N BEEE EEe

Write key

I
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Facebook Al Research :
bAbl Project

The (20) QA bADblI tasks

The (6) dialog bAbl tasks

The Children’s Book Test

The Movie Dialog dataset

The WikiMovies dataset

The Dialog-based Language Learning dataset

The SimpleQuestions dataset
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Facebook bAbl QA Datasets

1 Mary moved to the bathroom.

2 John went to the hallway.

3 Where is Mary? bathroom
4 Daniel went back to the hallway.
5 Sandra moved to the garden.

6 Where is Daniel?  hallway 4

7 John moved to the office.

8 Sandra journeyed to the bathroom.

9 Where is Daniel?  hallway 4
10 Mary moved to the hallway.
11 Daniel travelled to the office.
12 Where is Daniel? office 11
13 John went back to the garden.
14 John moved to the bedroom.
15 Where is Sandra? bathroom
1 Sandra travelled to the office.

2 Sandra went to the bathroom.
3 Where is Sandra?  bathroom
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Facebook bAbl QA Datasets

Task 1: Single Supporting Fact

Mary went to the bathroom.
John moved to the hallway.
Mary travelled to the office.
Where 1s Mary? A:office

Task 2: Two Supporting Facts
John 1s in the playground.
John picked up the football.
Bob went to the kitchen.
Where is the football? A:playground

Task 3: Three Supporting Facts

John picked up the apple.

John went to the office.

John went to the kitchen.

John dropped the apple.

Where was the apple before the kitchen? A:office

Task 4: Two Argument Relations
The office 1s north of the bedroom.
The bedroom 1s north of the bathroom.

The kitchen 1s west of the garden.
What 1s north of the bedroom? A: office
What 1s the bedroom north of? A: bathroom

Task 5: Three Argument Relations

Mary gave the cake to Fred.

Fred gave the cake to Bill.

Jeff was given the milk by Bill.

Who gave the cake to Fred? A: Mary
Who did Fred give the cake to? A: Bill

Task 6: Yes/No Questions

John moved to the playground.
Daniel went to the bathroom.
John went back to the hallway.

Is John 1n the playground? A:no
Is Daniel in the bathroom? A:yes
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Facebook bAbl QA Datasets

Task 7: Counting

Danziel picked up the football.

Daniel dropped the football.

Daniel got the mulk.

Daniel took the apple.

How many objects 1s Daniel holding? A: two

Task 8: Lists/Sets

Daniel picks up the football.

Daniel drops the newspaper.

Daniel picks up the nulk.

John took the apple.

What 1s Daniel holding? nulk, football

Task 9: Simple Negation
Sandra travelled to the office.

Fred 1s no longer in the office.
Is Fred 1n the office? Ano
Is Sandra in the office? A:yes

Task 10: Indefinite Knowledge

John 1s either in the classroom or the playground.
Sandra 1s 1n the garden.

Is John 1n the classroom? A:maybe
Is John in the office? A no

Task 11: Basic Coreference

Daniel was 1n the kitchen.
Then he went to the studio.
Sandra was 1n the office.
Where 1s Damel? A-studio

Task 12: Conjunction

Mary and Jeff went to the kitchen.
Then Jeff went to the park.

Where 1s Mary? A: kitchen
Where 1s Jeff? A: park

Task 13: Compound Coreference

Daniel and Sandra journeyed to the office.
Then they went to the garden.

Sandra and John travelled to the kitchen.
After that they moved to the hallway.
Where 1s Daniel? A: garden

Task 14: Time Reasoning
In the afternoon Julie went to the park.
Yesterday Julie was at school.
Julie went to the cinema this evening.
Where did Julie go after the park? A:cinema
Where was Julie before the park? A:school
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Facebook bAbl QA Datasets

Task 15: Basic Deduction

Sheep are afraid of wolves.

Cats are afraid of dogs.

Mice are afraid of cats.

Gertrude 1s a sheep.

What 1s Gertrude afraid of? A:-wolves

Task 16: Basic Induction

Lily 1s a swan.

Lily 1s white.

Bernhard 1s green.

Greg 1s a swan.

What color 1s Greg? A:white

Task 17: Positional Reasoning

The triangle 1s to the night of the blue square.

The red square 1s on top of the blue square.

The red sphere 1s to the right of the blue square.

Is the red sphere to the right of the blue square? A:yes
Is the red square to the left of the triangle? Ayes

Task 18: Size Reasoning

The football fits in the suitcase.

The smitcase fits in the cupboard.

The box 1s smaller than the football.
Will the box fit 1n the suitcase? A-yes
Will the cupboard fit in the box? A no

Task 19: Path Finding
The kitchen 1s north of the hallway.
The bathroom 1s west of the bedroom.
The den 1s east of the hallway.
The office 1s south of the bedroom.
How do you go from den to kitchen? A: west, north
How do you go from office to bathroom? A: north. west

Task 20: Agent’s Motivations

John 1s hungry.

John goes to the kitchen.

John grabbed the apple there.

Danzel 1s hungry.

Where does Daniel go? Akitchen

Why did John go to the kitchen? A hungry
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Learning End-to-End
Goal-Oriented Dialog



Facebook bAbl Dialogue Datasets

1 hi hello what can i help you with today

2 can you make a restaurant reservation with italian cuisine for six people in a
cheap price range i'mon it

3 <SILENCE> where should it be

4 rome please ok let me look into some options for you

5 <SILENCE> api_call italian rome six cheap
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Hi!
Hello, what can I help you with today?
. Task 1

I'd like to book a table for six people in an expensive price range with British food.
I'mon it! ) Lssuing AP] call
Where should it be? ¢ 1SsuIng Calls

In London.

Ok, let me look into some oitions for iou.

Actually i would prefer for four.
Sure. Is there anything else to update?

Ok let me look into some oitions ior iou.

The_Place R_phone Tae_FPlece_phone

The Place R _cu-sine british

The Place R address The P_ace_ address
The_Place R_location londor

The Place R &vailability four

The Place R _price expensive

The Place R _rating 7

The Fancy Pub X phone The Fancy Pub phcne
The Fancy_Pub R cuisire british
The_Fancy Pub R_address Tae Fancy Pub_adcdress
The Fancy Pub X localion Zondon
The_Fancy_ Pub R_avai_ability four

The Fancy Pub R price expensive

The l'ancy Pub R_rating 8

What do you think of this option: The_Fancy Pub

Task 2

No. ~ Updating API calls

Task 3
| Displaying options

0% A % o X ¥ o+ * ¥ 4 % ¥ X

No, I don't like that.
Sure, let me find an other option for you.
What do you think of this option: The Place
Let's do it!
Great let me do the reservation.
Can you provide me the address?
Here it is: The_Place_address.
You rock!

Task 4

Is there anything else I can help you with? . . .
Providing extra-information

No thanks.
You're welcome.,

Task 5 Conducting full dialogs
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The Dialog bAbl Tasks

Hi!
Hello, what can I help you with today?
I'd like to book a table for six people in an expensive price range with British food. Task 1
I'm on it! .
Where should it be? Issuing APT calls
In London.

Ok, let me look into some oitions ior iou.

Actually 1 would prefer for four.

Sure. Is there anything else to update? Task .2
No. Updating API calls

Ok let me look into some oitions ior iou.
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The Dialog bAbl Tasks

The Place
The Place
The Place
The Place
The Place
The Place
The Place

L R . S S e S T S . S

The Fancy
The Fancy
The Fancy
The Fancy
The Fancy
The Fancy
The Fancy

R phone The Place phone

R cuisine british

R address The Place address

R location london

R availability four

R price expensive

R rating 7

Pub R phone The Fancy Pub phone
Pub R cuisine british

Pub R address The Fancy Pub address
Pub R location london

Pub R availability four

Pub R price expensive

Pub R rating 8

What do you think of this option: The Fancy Pub

No, I don't like that.

Sure, let me find an other option for you.
What do you think of this option: The Place

Let's do 1t!

Great let me do the reservation.

— . - - - - ~

Task 3
Displaying options
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The Dialog bAbl Tasks

What do you think of this option: The Fancy Pub
No, I don't like that.

Sure, let me find an other option for you.

What do you think of this option: The Place
Let's do it!

Great let me do the reservation.
Can you provide me the address?

Here it is: The Place address.

!
You rock! . . Task 4
Is there anything else I can help you with?

No thanks. Providing extra-information

You're welcome.

Task S Conducting full dialogs
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Short Text Conversation
(NTCIR-13 STC2)
Retrieval-based

retrieval-based method

\
Given a new post, can a
coherent and useful comment
be returned by searching a
post-comment repository?

—’. post

J

/ Search and reuse
post-comment repository

post comment post comment post comment post comment

comment comment comment comment

http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm 121
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Short Text Conversation
(NTCIR-13 STC2)
Generation-based
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Summary

* Artificial Intelligence (Al)
 Chatbots
e Conversational Commerce
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