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Abstract. This paper deals with the existence of forced waves for an epidemic model of

West-Nile virus in a shifting environment. Here a forced wave is a traveling wave with wave

speed the same as the environmental shifting speed. The forced waves we constructed have

the property that the waves tend to the positive endemic state of the epidemic model as the

time tends to infinity. The derivation of these forced waves relies on a careful construction

of a suitable lower solution with the help of Schauder’s fixed point theorem.

1. Introduction

A vector-borne disease is an infectious disease such that the pathogen is transmitted from

an organism such as mosquitoes, ticks and fleas. West Nile virus (WNv) is one of the

representative vector-borne infectious diseases with mosquito as a vector. The primary host

of WNv is bird, and the virus has a ’bird-mosquito-bird’ transmission cycle. So, disease

dynamics of WNv depends on the interaction between birds and mosquitoes and on their

movements.

In this paper, we are interested in the following simplified model of WNv introduced by

Lewis et al. [17]:{
dIb
dt
(x, t) = d1

d2Ib
dx2 (x, t) + αbβb

Nb−Ib(x,t)
Nb

Im(x, t)− γbIb(x, t), x ∈ R, t > 0,
dIm
dt

(x, t) = d2
d2Im
dx2 (x, t) + αmβb

Am−Im(x,t)
Nb

Ib(x, t)− cmIm(x, t), x ∈ R, t > 0,
(1.1)

in which Ib is the population of infectious birds, Im is the population of infected mosquitoes,

d1, d2 are the diffusion coefficients of birds and mosquitoes, respectively, αb and αm are the

transmission probabilities of WNv per bite to birds and mosquitoes, respectively, βb is the

biting rate of mosquitoes on birds, γb is the recovery rate of birds from WNv, Nb is the total

population of birds, cm is the death rate of mosquitoes, and Am is the total population of

adult (female) mosquitoes.

In fact, the simplified model (1.1) is derived from the model proposed in [21] by adopting

the following hypothesis:
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(A1) there is no death of birds by WNv;

(A2) recovered birds become immediately susceptible;

(A3) exposed mosquitoes are immediately infective.

Furthermore, in [17], the adult mosquitoes population Am and the total population of birds

Nb are assumed to be constants.

On the other hand, the climate change can affect the dynamics of vector-borne disease

because the change alters the habitat of vectors. A temperature is one of the important

factors of habitat change, and especially the survival of mosquitoes crucially depends on the

temperature. As global warming makes their habitat move northwards, climate change in-

creases the risk of exposure to WNv. Therefore, considering climate change effect is essential

when we study WNv model. This motivates us to consider the model (1.1) with non-constant

adult mosquitoes in time and space.

In this paper, we consider a widely used modelling for the climate change effect and assume

that the total population of mosquitoes is expressed as Am = θ(x− st) with a shifting speed

s > 0 such that

(h1) θ is a continuous function with θ(+∞) = 0 ≤ θ ≤ 1 = θ(−∞) in R.
This means that the maximal carrying capacity of mosquitoes is normalized to be 1, i.e.,

θ(−∞) = 1, which can be realized by taking a suitable unit of mosquitoes. Moreover, the

mosquitoes become saturated at the level 1 as t→ ∞ or x→ −∞.

For notational convenience, we take a suitable unit of birds so that Nb = 1 and set

α = αbβb, γ = γb, δ = αmβb, c = cm.

Then (1.1) becomes

Ib,t = d1Ib,xx − γIb + α[1− Ib]Im, x ∈ R, t > 0, (1.2)

Im,t = d2Im,xx + δ[θ(x− st)− Im]Ib − cIm, x ∈ R, t > 0. (1.3)

Note that, under the condition

∆ := αδ − γc > 0, (1.4)

there is a unique stable positive co-existence state

E∗ = (ϕ∗, ψ∗), ϕ∗ :=
∆

(α + γ)δ
∈ (0, 1), ψ∗ :=

∆

α(c+ δ)
∈ (0, 1),

of the diffusion-free limiting system{
I ′b(t) = −γIb(t) + αIm(t)− αIb(t)Im(t), t > 0,

I ′m(t) = δIb(t)− cIm(t)− δIm(t)Ib(t), t > 0.

The state E∗ is called the endemic state.

We are concerned with the spreading dynamics of the infected birds and mosquitoes. In

particular, we are interested in traveling wave solutions of system (1.2)-(1.3) in the form

(Ib, Im)(x, t) = (ϕ, ψ)(z), z := x− st, (1.5)
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for some functions (wave profiles) {ϕ, ψ}, where the wave speed s is the same as the envi-

ronmental shifting speed. This type of traveling wave is called a forced wave. Therefore, to

find a forced wave of (1.2)-(1.3) in the form (1.5) is equivalent to finding a solution (ϕ, ψ) of{
d1ϕ

′′(z) + sϕ′(z)− γϕ(z) + αψ(z)− αϕ(z)ψ(z) = 0, z ∈ R,
d2ψ

′′(z) + sψ′(z) + δθ(z)ϕ(z)− cψ(z)− δϕ(z)ψ(z) = 0, z ∈ R.
(1.6)

We are interested in forced waves satisfying

(ϕ, ψ)(∞) = (0, 0), (ϕ, ψ)(−∞) = (ϕ∗, ψ∗). (1.7)

Biologically, this means that with the climate change effect the West Nile virus spreads

through the entire habitat eventually. For the study of forced waves, we refer the reader to,

e.g., [1, 2, 3, 4, 6, 7, 8, 10, 13, 14, 19, 20, 23].

The problem with constant adult mosquitoes, i.e., Am ≡ 1, was studied in [17]. Set

s∗ := inf
µ>0

λ(µ)

µ
, (1.8)

where λ(µ) is the Perron-Frobenius eigenvalue of the matrix

S(µ) =

[
d1µ

2 − γ α

δ d2µ
2 − c

]
.

In particular, it is proved in [17] that a traveling wave connecting the disease free state (0, 0)

to the endemic state E∗ of system (1.2)-(1.3) with θ = 1 exists if and only if its wave speed

exceeds the positive constant s∗ (the minimal speed). Notice that system (1.2)-(1.3) with

θ = 1 is a homogeneous cooperative system. However, we do not know whether system (1.2)-

(1.3) is a cooperative system, since mathematically we were unable to verify that Im ≤ θ

(although it is true biologically).

The main theorem of this paper reads

Theorem 1.1. Let s > 0 and let condition (h1) and (1.4) be enforced. Then system (1.2)-

(1.3) has a forced wave in the form (1.5) for any s < s∗ such that (ϕ, ψ)(∞) = (0, 0).

Moreover, if we further assume

α > γ, δ > c, (1.9)

then we have (ϕ, ψ)(−∞) = (ϕ∗, ψ∗).

As mentioned earlier, there are already many interesting works on the existence of forced

waves in various reaction-diffusion systems. It seems that the problem of finding solutions of

(1.6) and (1.7) is an easy consequence of the well-known results and methods in the literature.

However, there are certain difficulties to be overcome in dealing with system (1.6). Note that

a solution of system (1.6) is a stationary solution of the cooperative system{
ϕt = d1ϕzz + sϕz − γϕ+ αψ − αϕψ, z ∈ R, t > 0,

ψt = d2ψzz + sψz + δθϕ− cψ − δϕψ, z ∈ R, t > 0,

in the space

S := {(ϕ, ψ) ∈ C0(R)× C0(R) | 0 ≤ ϕ ≤ 1, 0 ≤ ψ ≤ θ in R}.
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Biologically, one should have ψ ≤ θ. However, we were unable to derive rigorously such an a

priori bound. On the other hand, although [0, ϕ∗]× [0, ψ∗] is an invariant set of system (1.6),

the set [0, ϕ∗]× [0,min{ψ∗, θ}] is not necessary invariant. Therefore, the classical monotone

iteration method cannot be applied.

On the other hand, the method of upper-lower solutions with the help of Schauder’s

fixed point theorem has been proved very successful in deriving traveling wave solutions

(in particular, forced waves) in many non-cooperative systems. See, e.g., [5, 12] and the

references cited therein. The success of this method relies on the suitable definition and the

careful construction of upper-lower solutions. Moreover, in order to apply the Schauder’s

fixed point theorem, one need to verify that the corresponding integral operator to the

original ODE system maps the set defined by the pair of upper-lower solutions into itself.

Note that neither ψ∗ ≤ θ nor θ ≤ ψ∗ in R. Our strategy is to construct a lower-solution (ϕ, ψ)

of (1.6) (to be defined later) so that ϕ ≤ ϕ∗ and ψ ≤ θ in R. With this valuable information,

we are able to obtain an invariant domain of the corresponding integral operator so that

Schauder’s fixed point theorem can be applied to derive the existence of a solution of (1.6).

The outline of this paper is as follows. In §2, we first introduce the definition of upper-

lower solutions of system (1.6). Then we provide a derivation of the existence of solution to

(1.6) under certain conditions on the lower solution. Motivated by [11], the construction of

a suitable lower solution is given in §3. Finally, in §4, we finish the proof of the existence of

forced waves as stated in Theorem 1.1.

2. Preliminaries

To find a solution of (1.6)-(1.7), we first introduce the following definition of upper-lower

solutions.

Definition 2.1. Continuous functions (ϕ, ψ) and (ϕ, ψ) are called a pair of upper- and lower-

solutions of (1.6) if ϕ ≥ ϕ, ψ ≥ ψ, and the following inequalities

U1(z) := d1ϕ
′′
(z) + sϕ

′
(z)− γϕ(z) + αψ(z)− αϕ(z)ψ(z) ≤ 0, (2.1)

U2(z) := d2ψ
′′
(z) + sψ

′
(z) + δθ(z)ϕ(z)− cψ(z)− δϕ(z)ψ(z) ≤ 0, (2.2)

L1(z) := d1ϕ
′′(z) + sϕ′(z)− γϕ(z) + αψ(z)− αϕ(z)ψ(z) ≥ 0, (2.3)

L2(z) := d2ψ
′′(z) + sψ′(z) + δθ(z)ϕ(z)− cψ(z)− δϕ(z)ψ(z) ≥ 0, (2.4)

hold for all z ∈ R \ E for some finite subset E of R.

Due to θ ≤ 1, it is easy to see that (ϕ, ψ)(z) ≡ (ϕ∗, ψ∗) is an upper solution of (1.6).

Next, suppose that there exists a lower solution (ϕ, ψ) of (1.6) such that

0 ≤ ϕ ≤ ϕ∗, 0 ≤ ψ ≤ θ, (2.5)

and for each zj ∈ E it holds

lim
z↗z−j

ϕ′(z) ≤ lim
z↘z+j

ϕ′(z), lim
z↗z−j

ψ′(z) ≤ lim
z↘z+j

ψ′(z). (2.6)
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Then we define

Γ = {(ϕ, ψ) ∈ C0(R)× C0(R) | ϕ ≤ ϕ ≤ ϕ∗, ψ ≤ ψ ≤ ψ∗}.

Also, we introduce{
F1(ϕ, ψ)(z) = ρϕ(z) + αψ(z)− αϕ(z)ψ(z)− γϕ(z),

F2(ϕ, ψ)(z) = ρψ(z) + δθ(z)ϕ(z)− δϕ(z)ψ(z)− cψ(z),

where ρ is a constant such that ρ > max{α + γ, δ + c}.
Now we may rewrite (1.6) as{

d1ϕ
′′(z) + sϕ′(z)− ρϕ(z) + F1(ϕ, ψ)(z) = 0, z ∈ R,

d2ψ
′′(z) + sψ′(z)− ρψ(z) + F2(ϕ, ψ)(z) = 0, z ∈ R,

(2.7)

and define an integral operator Q = (Q1, Q2) by

Q1(ϕ, ψ)(z) :=
1

d1(λ+ − λ−)

[ ∫ z

−∞
eλ−(z−y) +

∫ +∞

z

eλ+(z−y)
]
F1(ϕ, ψ)(y)dy,

Q2(ϕ, ψ)(z) :=
1

d2(µ+ − µ−)

[ ∫ z

−∞
eµ−(z−y) +

∫ +∞

z

eµ+(z−y)
]
F2(ϕ, ψ)(y)dy,

where λ± and µ± are defined by

λ± =
−s±

√
s2 + 4ρd1
2d1

, µ± =
−s±

√
s2 + 4ρd2
2d2

.

Note that Q(ϕ, ψ) satisfies{
d1[Q1(ϕ, ψ)]

′′(z) + s[Q1(ϕ, ψ)]
′(z)− ρ[Q1(ϕ, ψ)](z) + F1(ϕ, ψ)(z) = 0, z ∈ R,

d2[Q2(ϕ, ψ)]
′′(z) + s[Q2(ϕ, ψ)]

′(z)− ρ[Q2(ϕ, ψ)](z) + F2(ϕ, ψ)(z) = 0, z ∈ R.

Thus, a fixed-point (ϕ, ψ) of the operator Q renders a solution of (1.6).

Note that

F1(ϕ, ψ)(z) ≥ F1(ϕ, ψ)(z), F2(ϕ, ψ)(z) ≥ F2(ϕ, ψ)(z), ∀ z ∈ R, (2.8)

if (ϕ, ψ) ∈ Γ. Indeed, this follows from ϕ ≤ ϕ∗ < 1, ψ ≤ θ ≤ 1 and the identities

F1(ϕ, ψ)(z)− F1(ϕ, ψ)(z) = (ρ− γ − αψ)(ϕ− ϕ) + α(1− ϕ)(ψ − ψ),

F2(ϕ, ψ)(z)− F2(ϕ, ψ)(z) = (ρ− c− δϕ)(ψ − ψ) + δ(θ − ψ)(ϕ− ϕ).

It follows from (2.8) that Q1(ϕ, ψ) ≥ Q1(ϕ, ψ) and Q2(ϕ, ψ) ≥ Q2(ϕ, ψ). Hence, by the

definition of the lower-solution (ϕ, ψ) along with the property (2.6), we obtain

Q1(ϕ, ψ) ≥ Q1(ϕ, ψ) ≥ ϕ, Q2(ϕ, ψ) ≥ Q2(ϕ, ψ) ≥ ψ, if (ϕ, ψ) ∈ Γ. (2.9)

On the other hand, since

∂F1

∂ϕ
(ϕ, ψ) = (ρ− γ − αψ) ≥ 0,

∂F1

∂ψ
(ϕ, ψ) = α(1− ϕ) ≥ 0,
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we get F1(ϕ, ψ) ≤ F1(ϕ∗, ψ∗) for all (ϕ, ψ) ∈ Γ. Since F1(ϕ∗, ψ∗) = ρϕ∗, we obtain that

Q1(ϕ, ψ) ≤ ϕ∗ for all (ϕ, ψ) ∈ Γ. Finally, since θ < 1 and ψ ≤ ψ∗ < 1, we have

F2(ϕ, ψ) ≤ ρψ + δϕ− δϕψ − cψ = (ρ− c)ψ + δ(1− ψ)ϕ

≤ (ρ− c)ψ + δ(1− ψ)ϕ∗ = (ρ− c− δϕ∗)ψ + δϕ∗

≤ (ρ− c− δϕ∗)ψ∗ + δϕ∗ = ρψ∗.

It follows that Q2(ϕ, ψ) ≤ ψ∗. Hence we have proved that the operator Q maps Γ into Γ.

Then, by an application of the Schauder’s fixed point theorem (cf., e.g., [18, 22, 15]), we

obtain that Q has a fixed-point (ϕ, ψ) ∈ Γ. Therefore, we conclude that system (1.6) has

a solution (ϕ, ψ) ∈ Γ, provided that we can find a lower solution (ϕ, ψ) of (1.6) such that

conditions (2.5) and (2.6) hold.

3. Construction of a lower solution

This section is devoted to the construction of a suitable lower solution to (1.6).

First, by (1.4), we can choose ε0 > 0 sufficiently small such that αδ(1− ε0)(1− 2ε0) > γc.

Also, recall from (1.8) that

s∗ := inf
µ>0

λ(µ)

µ
,

where λ(µ) is the Perron-Frobenius eigenvalue of the matrix

S(µ) =

[
d1µ

2 − γ α

δ d2µ
2 − c

]
.

For 0 < ε ≤ ε0, s > 0 and L > 0, let Λ = ΛL := ΛL(s, ε) be the principal eigenvalue of
−d1ϕxx − sϕx + γϕ− α(1− ε)ψ = Λϕ, x ∈ (−L,L),
−d2ψxx − sψx + cψ − δ(1− 2ε)ϕ = Λψ, x ∈ (−L,L),
ϕ(±L) = ψ(±L) = 0.

(3.1)

Then, for a given s ∈ (0, s∗), recall from [9, Proposition 3.5] (see also [11]) that ΛL(s, ε) < 0

for a large L and a small ε. We also choose a fixed eigenfunction (ϕL, ψL) of (3.1) corre-

sponding to the principal eigenvalue ΛL(s, ε) such that 0 < ϕL, ψL ≤ 1 in (−L,L).
Next, let 0 < s < s∗. Since θ(−∞) = 1, there exists z∗ ∈ R such that

θ(z) ≥ 1− ε, ∀ z ≤ z∗. (3.2)

For any z0 ≤ z∗, we define

(Φ,Ψ)(z) := (εϕL(z − z0 + L), εψL(z − z0 + L)), z ∈ (z0 − 2L, z0).

Then (Φ,Ψ) satisfies

d1Φ
′′(z) + sΦ′(z)− γΦ(z) + αΨ(z)− αΦ(z)Ψ(z)

≥ ε{d1ϕ′′
L + sϕ′

L − γϕL + α(1− ε)ψL}(z − z0 + L) ≥ 0, z ∈ (z0 − 2L, z0), (3.3)

d2Ψ
′′(z) + sΨ′(z) + δθ(z)Φ(z)− cΨ(z)− δΦ(z)Ψ(z)

≥ ε{d2ψ′′
L + sψ′

L + δ(1− 2ε)ϕL − cψL}(z − z0 + L) ≥ 0, z ∈ (z0 − 2L, z0), (3.4)
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using (3.1), 0 ≤ Φ,Ψ ≤ ε, ΛL(s, ε) < 0 and (3.2). Denote the extension of (ϕL, ψL) to be

zero outside of (−L,L) by (ϕ̂, ψ̂). Then (εϕ̂, εψ̂)(z− z0 +L) is a lower solution of (1.6) in R
such that (2.5) and (2.6) hold for any z0 ≤ z∗. Therefore, the function

(ϕ, ψ)(z) :=

(
ε sup
z0≤z∗

{ϕ̂(z − z0 + L)}, ε sup
z0≤z∗

{ψ̂(z − z0 + L)}
)

is a lower solution of (1.6) such that (2.5) and (2.6) hold. Moreover, we have

lim
z→−∞

ϕ(z) = ε max
z∈[−L,L]

ϕL(z) > 0, lim
z→−∞

ψ(z) = ε max
z∈[−L,L]

ψL(z) > 0. (3.5)

4. Existence of forced waves

First, the existence a positive solution (ϕ, ψ) of (1.6) follows from the Schauder’s fixed

point theorem by using the pair of upper-lower solutions constructed in the previous sections.

Next, we derive the wave tail limits of this wave profile (ϕ, ψ) as follows.

Proposition 4.1. It holds (ϕ, ψ)(∞) = (0, 0).

Proof. Although the proof is standard (cf. [6, 7]), we provide the details for the reader’s

convenience due to some cares need to be taken. Let

ϕ+ := lim sup
z→+∞

ϕ(z), ψ+ := lim sup
z→+∞

ψ(z).

Since ϕ, ψ ≥ 0, we have ϕ+, ψ+ ≥ 0. For contradiction, we suppose that either ψ+ > 0 or

ϕ+ > 0.

Suppose first that ψ+ > 0. If ψ is oscillatory near z = +∞, there is a sequence of maximal

points {zn} of ψ such that ψ(zn) → ψ+ and zn → ∞ as n→ ∞. Since θ(zn) → 0 as n→ ∞,

ψ′(zn) = 0 and ψ′′(zn) ≤ 0 for all n, we obtain

0 = lim
n→∞

[d2ψ
′′(zn) + sψ′(zn) + δθ(zn)ϕ(zn)− cψ(zn)− δϕ(zn)ψ(zn)] ≤ −cψ+ < 0,

a contradiction. On the other hand, when ψ is monotone ultimately at z = +∞, we can find

a sequence {zn} tending to +∞ such that ψ′(zn) → 0. Since ψ(∞) = ψ+ > 0 and θ(∞) = 0,

we can find a sufficiently large integer m such that

θ(z) ≤ ψ(z), ∀ z ≥ zm.

By an integration of ψ-equation in (1.6) from zm to zn with n > m, we obtain that

d2[ψ
′(zm)− ψ′(zn)] + s[ψ(zm)− ψ(zn)] =

∫ zn

zm

[δθ(z)ϕ(z)− cψ(z)− δϕ(z)ψ(z)]dz. (4.1)

Since ψ(zn) → ψ+ as n → ∞, the left-hand side of (4.1) is uniformly bounded for all n.

However, the right-hand side of (4.1) tends to −∞ as n → ∞, a contradiction. Hence we

have proved that ψ+ = 0.

Now, suppose that ϕ+ > 0. If ϕ is oscillatory near z = +∞, then there is a sequence of

maximal points {zn} of ϕ such that ϕ(zn) → ϕ+ and zn → ∞ as n → ∞. Since ψ(zn) → 0

as n → ∞, ϕ′(zn) = 0 and ϕ′′(zn) ≤ 0 for all n, we have a contradiction as that for ψ in

above.
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Suppose that ϕ is monotone ultimately at z = +∞. Then we can find a sequence {zn}
such that ϕ′(zn) → 0 and zn → ∞ as n → ∞. Since ψ(∞) = 0 and ϕ(∞) = ϕ+ > 0, there

is a sufficiently large integer m such that

αψ(z) ≤ γϕ(z)/2, ∀ z ≥ zm.

Integrating the ϕ-equation of (1.6) from zm to zn, we have

d1[ϕ
′(zm)− ϕ′(zn)] + s[ϕ(zm)− ϕ(zn)] =

∫ zn

zm

[−γϕ(z) + αψ(z)− αϕ(z)ψ(z)]dz. (4.2)

Again, as before, the left-hand side of (4.2) is uniformly bounded for all n and the right-hand

side of (4.2) tends to −∞ as n→ ∞, a contradiction. Therefore, we must have ϕ+ = 0 and

so the proposition is proved. □

To derive (ϕ, ψ)(−∞) = E∗ = (ϕ∗, ψ∗), we use the idea of shrinking rectangles (see, e.g.,

[16, 5, 12]).

Proposition 4.2. It holds (ϕ, ψ)(−∞) = (ϕ∗, ψ∗), if (1.9) is enforced.

Proof. First, set 
p− := lim infz→−∞ ϕ(z), p+ := lim supz→−∞ ϕ(z),

q− := lim infz→−∞ ψ(z), q+ := lim supz→−∞ ψ(z),

κ0 := min{ϕ(−∞), ψ(−∞), ϕ∗, ψ∗}.

Note that κ0 > 0 due to (3.5). From the construction of upper-lower solutions, we have

κ0 ≤ p− ≤ p+ ≤ ϕ∗, κ0 ≤ q− ≤ q+ ≤ ψ∗. (4.3)

Define the set

A := {ν ∈ [0, 1) | p− > m(ν), q− > M(ν)},

where

m(ν) := (1− ν)κ+ νϕ∗, M(ν) := (1− ν)κ+ νψ∗, ν ∈ [0, 1],

in which κ ∈ (0, κ0) is constant such that

κ < min{1− γ/α, 1− c/δ, ϕ∗ψ∗/(ϕ∗ + ψ∗)}. (4.4)

It is well-defined due to (1.9). Note that m(ν) ↗ ϕ∗ and M(ν) ↗ ψ∗ as ν ↗ 1. Also, 0 ∈ A,

thanks to (4.3). Then the quantity ν0 := supA is well-defined and ν0 ≤ 1.

Next, we claim that ν0 = 1. Otherwise, if ν0 < 1, then we have

p− ≥ m(ν0), q
− ≥M(ν0), (4.5)

by passing to the limit. Due to the continuities of m and M in ν, we must have either

p− = m(ν0) or q
− =M(ν0). Assume that p− = m(ν0). Then, along a sequence {zn} tending
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to −∞ such that ϕ(zn) → m(ν0) as n→ ∞, we have

lim inf
n→∞

{−γϕ(zn) + αψ(zn)[1− ϕ(zn)]} ≥ −γm(ν0) + αM(ν0)[1−m(ν0)]

= κ(1− ν0){α[1− (1− ν0)κ]− γ} − αν0(1− ν0)κϕ∗

+ν0(−γϕ∗ + αψ∗)− αν0(1− ν0)κψ∗ − αν20ϕ∗ψ∗

= κ(1− ν0){α[1− (1− ν0)κ]− γ}+ ν0(1− ν0)α{ϕ∗ψ∗ − κ(ϕ∗ + ψ∗)} > 0,

using (4.5), −γϕ∗ + αψ∗ = αϕ∗ψ∗, (4.4) and ν0 ∈ (0, 1). This leads to a contradiction by

following the method used in [5, 12]. We do not repeat it here.

Similarly, when q− = M(ν0), along a sequence {zn} tending to −∞ such that ψ(zn) →
M(ν0) as n→ ∞, we also have

lim inf
n→∞

{δϕ(zn)[θ(zn)− ψ(zn)]− cψ(zn)} ≥ δm(ν0)[1−M(ν0)]− cM(ν0)

= κ(1− ν0){δ[1− (1− ν0)κ]− c}+ ν0(1− ν0)δ{ϕ∗ψ∗ − κ(ϕ∗ + ψ∗)} > 0,

using (4.5), θ(−∞) = 1, δϕ∗ − cψ∗ = δϕ∗ψ∗, (4.4) and ν0 ∈ (0, 1). This again leads to a

contradiction. We conclude that ν0 = 1 and so ϕ− = ϕ∗ and ψ
− = ψ∗. Hence the proposition

is proved. □

Summarizing the above results, we thereby complete the proof of Theorem 1.1.
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