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Course Objectives mxing

1. Understand the fundamental concepts
and research issues of data mining.

2. Equip with Hands-on practices of
data mining.

3. Conduct information systems research in
the context of data mining.
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Course Outline N}

* This course introduces the fundamental concepts,
research issues, and hands-on practices of data mining.

* Topics include

1. Introduction to data mining

2. ABC: Al, Big Data, Cloud Computing

3. Foundations of Data Mining in Python

4. Data Science and Data Mining: Discovering, Analyzing, Visualizing and
Presenting Data

5. Unsupervised Learning: Association Analysis, Market Basket Analysis

6. Unsupervised Learning: Cluster Analysis, Market Segmentation

7. Supervised Learning: Classification and Prediction

8. Machine Learning and Deep Learning

9. Convolutional Neural Networks, Recurrent Neural Networks,

Reinforcement Learning
10. Social Network Analysis
11. Case Study on Data Mining .
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B kA AEA G

(Four Fundamental Qualities)

v?jméi (Professionalism)
5. B2 v B BB AR i (Creative thinking and Problem-solving) 30 %

— é%-ié\éﬁ,%‘(Comprehensive Integration) 30 %
A (Interpersonal Relationship)
— #38 # 38 (Communication and Coordination) 10 %
— B BA4F (Teamwork) 10 %
f32 (Ethics)
— %1% iE & (Honesty and Integrity) 5 %
— B & g 4 (Self-Esteem and Self-reflection) 5 %
%33, (International Vision)
— % ;U1 (Caring for Diversity) 5 %

%3 524, (Interdisciplinary Vision) 5 %
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(College Learning Goals)

* Ethics/Corporate Social Responsibility
* Global Knowledge/Awareness

* Communication

* Analytical and Critical Thinking
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(Department Learnmg Goals)

* Information Technologies and System
Development Capabilities

* Internet Marketing Management
Capabilities

* Research capabilities
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BT e X B
&k (Week) B #j (Date) M % (Subject/Topics)
1 2021/02/23 & HHE# /42 (Introduction to data mining)
2 2021/03/02 ABC : AT E » K#dE » TyiEHR
(ABC: Al, Big Data, Cloud Computing)
3 2021/03/09 Python & kHE a4 H
(Foundations of Data Mining in Python)
4 2021/03/16 B2 FAHRED ¢ B8R o4 TRALR ZRHE
(Data Science and Data Mining:
Discovering, Analyzing, Visualizing and Presenting Data)

5 2021/03/23 JEE B2 E : BW 04T - B E o
(Unsupervised Learning: Association Analysis,
Market Basket Analysis)

6 2021/03/30 EHRHRENE A5 |
(Case Study on Data Mining |)
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#£42 X 4 (Syllabus) G

&k (Week) B #j (Date) M % (Subject/Topics)
7 2021/04/06 JREB2EE  BE AT - ATH TG EE
(Unsupervised Learning: Cluster Analysis, Market Segmentation)
8 2021/04/13 BB 2 : 5 3afu A8
(Supervised Learning: Classification and Prediction)
9 2021/04/20 #p P K2 (Midterm Project Report)
10 2021/04/27 B: 28 : A AR
(Supervised Learning: Classification and Prediction)
11 2021/05/04 #% 35 28 fu/R E &8
(Machine Learning and Deep Learning)
12 2021/05/11 544 && 49 4%
(Convolutional Neural Networks)
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F42 K4 (Syllabus)

X (Week) B #j (Date) P 2% (Subject/Topics)
13 2021/05/18 FAHIRENAE ZF A1 5%
(Case Study on Data Mining Il)
14 2021/05/25 % &7 44 4& 49 4%
(Recurrent Neural Networks)
15 2021/06/01 &4t H
(Reinforcement Learning)
16 2021/06/08 #L =X 48 48 - #7
(Social Network Analysis)
17 2021/06/15 2B k=R % | (Final Project Report 1)

18 2021/06/22 #A k=R % Il (Final Project Report 1)

(

‘ L—
NTPU

B4 B I X B
National Taipei University

15



HEFEARZESH =

(Teaching methods and activities)

o 3£ 3% (Lecture)
» =34 (Discussion)

e 28 (Practicum)
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(Evaluation Methods)

» 1B A# % (Individual Presentation) 60 %
o & #8232 (Group Presentation) 10 %

o 1B £ > #7 3Rk % (Case Report) 10 %

o 2 2 g (Class Participation) 10 %

o E# (Assignment) 10 %
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(Required Texts) =t
* Robert Layton (2017),

Learning Data Mining with Python,
Second Edition, Packt Publishing.
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(Reference Books)

* Aurélien Géron (2019),
Hands-On Machine Learning with Scikit-Learn, Keras,
and TensorFlow: Concepts, Tools, and Techniques to
Build Intelligent Systems,
2nd Edition, O’Reilly Media.
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Learning Data Mining with Python - Second Edition,
Robert Layton,
Packt Publishing, 2017

Data Mining
with Python

Second Edition

Use Python to manipulate data and build pradictive models

By Robert Layton

Source: https://www.amazon.com/Learning-Data-Mining-Python-Second/dp/1787126781 20



https://www.amazon.com/Learning-Data-Mining-Python-Second/dp/1787126781

Data Mining: Concepts and Techniques, Third Edition,

Jiawei Han, MichelineKamber and Jian Pei,
Morgan Kaufmann, 2011

Third Edition
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DATA MINING

Concepts and Technigues

M< Jiowei Han | Micheline Kamber | Jion Pei

https://www.amazon.com/Data-Mining-Concepts-Technigques-Management/dp/0123814790
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(Jiawei Han, Micheline Kamber, Jian Pei, Data Mining - Concepts and Techniques 3/e),
% ILE £, 2014
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DATA MINING

Concepts and Techniques 3/e

Jiawei Han * Micheline Kamber * Jian Pei &%
wmsk EHE S22 wE

ELSEVIER TAIWAN LLC - &izE#  S7EHR

http://www.books.com.tw/products/0010646676
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Big Data, Data Mining, and Machine Learning: Value Creation for
Business Leaders and Practitioners,
Jared Dean,
Wiley, 2014.

moMACHINE
LEARNING

Value Creation for Business Leaders
and Practitioners

Jared Dean SN

Source: https://www.amazon.com/Data-Mining-Machine-Learning-Practitioners/dp/1118618041
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Social Network Based Big Data Analysis and Applications,
Lecture Notes in Social Networks,
Mehmet Kaya, Jalal Kawash, Suheil Khoury, Min-Yuh Day,
Springer International Publishing, 2018.

Lecture Notes in Sodial Networks

Mehmet Kaya - Jalal Kawash
Suheil Khoury - Min-Yuh Day Editors

Social Network
Based Big Data

Analysis ana
Applications

@ Springer

Source: https://www.amazon.com/Network-Analysis-Applications-Lecture-Networks/dp/3319781952
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Aurélien Géron (2019),
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:

Concepts, Tools, and Techniques to Build Intelligent Systems, 2nd Edition
O’Reilly Media, 2019

%

v,

O'REILLY’ 58,

e
Hands-on "
Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron

https://github.com/ageron/handson-ml2

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/
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https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/
https://github.com/ageron/handson-ml2

Hands-On Machine Learning with
Scikit-Learn, Keras, and TensorFlow

Notebooks

1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification

4. Training Models

5.Support Vector Machines

6.Decision Trees

7.Ensemble Learning and Random Forests
8.Dimensionality Reduction
9.Unsupervised Learning Techniques
10.Artificial Neural Nets with Keras
11.Training Deep Neural Networks
12.Custom Models and Training with TensorFlow
13.Loading and Preprocessing Data

Learning with
Scikit-Learn, Keras

Aurélien Géron

14.Deep Computer Vision Using Convolutional Neural Networks

15.Processing Sequences Using RNNs and CNNs

16.Natural Language Processing with RNNs and Attention

17.Representation Learning Using Autoencoders
18.Reinforcement Learning

19.Training and Deploying TensorFlow Models at Scale

https://qithub.com/ageron/handson-mi2



https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/01_the_machine_learning_landscape.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/02_end_to_end_machine_learning_project.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/03_classification.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/04_training_linear_models.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/05_support_vector_machines.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/06_decision_trees.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/07_ensemble_learning_and_random_forests.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/08_dimensionality_reduction.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/09_unsupervised_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/10_neural_nets_with_keras.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/11_training_deep_neural_networks.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/12_custom_models_and_training_with_tensorflow.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/13_loading_and_preprocessing_data.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/14_deep_computer_vision_with_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/15_processing_sequences_using_rnns_and_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/16_nlp_with_rnns_and_attention.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/17_autoencoders.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/18_reinforcement_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/19_training_and_deploying_at_scale.ipynb
https://github.com/ageron/handson-ml2

Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data

0 % ®® *,* L JUR 4
— — »———1970s —>—1980s >—1990s ——>—2000s ———>—2010s — — >

Decision Support Systems » Enterprise/Executive IS Business Intelligence ‘Big Data -

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson 27



Data Mining

Is a Blend of Multiple Disciplines

Management
Science &
Information

Systems

Database
Management
& Data

Warehousing

Statistics

DATA MINING

(Knowledge
Discovery)

Information
Visualization

Artificial
Intelligence

Machine
Learning &
Pattern
Recognition

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Data Mining at the
Intersection of Many Disciplines

Pattern
Recognition

Machine
Learning

Management Science &
Information Systems

Mathematical
Modeling



Data Mining Tasks & Methods

Prediction

~

Association

Segmentation

J

— e m—n, e mm mm o omm e mm mm o, ) e o mm mm mm mm e e ey,

Data Mining Tasks & Methods Data Mining Algorithms Learning Type
T — - -
| ! \
—> Prediction | | |
S o l
T E Decision Trees, Neural Networks, Support E ) I
| Classification ' Vector Machines, kNN, Naive Bayes, GA ' Supervised I
B ittt ittty i lleieteieteteteieiieieiey I
. | Linear/Nonlinear Regression, ANN, : .
—> 1 Regression Trees, SVM, kNN, GA | Supervised I
I ey —————————— | — |
T |
) ) | Autoregressive Methods, Averaging : ) l
_> . Methods, Exponential Smoothing, ARIMA | Stpensnd ]
- e “: ___________________________________ : _______________ ___.J'
: ! \
> Association ! ! I
" ”””””””””””””””””””” i’:::;;;::::::::;:::? |
| »| Market-basket Apriori, OneR, ZeroR, Eclat, GA i i Unsupervised |||
I LN :
| L I
. . E Expectation Maximization, Apriori E . |
g Sk analBia ! Algorithm, Graph-Based Matching ! A s I
J e — - I
' Apriori Algorithm, FP-Growth, ! .
| Sequence analysis | ’ Graph?Based Matching i Unsupervised l
S ————————'_’:h—_’_—_'-—__‘_:h__’—_-‘;
_’ 5 5 I
e it |
E k-means, Expectation Maximization (EM) | Unsupervised |
e R, | — l
: : |
Outlier analysis | k-means, Expectation Maximization (EM) | Unsupervised I
e

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Exploratory“.

Analytical
Approach

‘IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII-..
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEESR

.

Explanatory..'

‘0
Yspsssnnnns®

Data Science and
Business Intelligence

(

Predictive Analytics and Data Mining \\

(Data Science)
Typical * Optimization, predictive modeling,

Technlques fﬂw statistical analysis

and * Structured,/unstructured data, many
Data Types types of sources, very large datasets
Co o What if..?

mmon "
Questions * What's the optimal scenario for our business?

o What will happen next? What if these trends

o= w— — \_ continue? Why Is this happening? ))
’ -_----
4 1
1 Data i ~
| [ Science ' Business Intelligence

Typical

* Standard and ad hoc reporting, dashboards,

1 Business

Techniques alerts, queries, details on demand
and ® Structured data, traditional sources,
Data Types manageable datasets
Common * What happened last quarter?
Questions * How many units sold?

L}
1 Intelligence
i '

~-----'

:‘ Past

A4

Tim

\

* Whare |a the problem? In which sftuationa? /

e

vy

Future -

AN EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEER®
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Data Science and
Business Intelligence

Predictive Analytlcs
and Data Mining
(Data Science)

Time



Predictive Analytics
and Data Mining
(Data Science)

Structured/unstructured data, many types of sources,
very large datasets

Optimization, predictive modeling, forecasting statistical analysis

What if...?
What'’s the optimal scenario for our business?
What will happen next?
What if these trends countinue?
Why is this happening?

33



Data Mining.
Core Analytics Process
The KDD Process for

Extracting Useful Knowledge
from Volumes of Data



Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996).
The KDD Process for
Extracting Useful Knowledge
from Volumes of Data.
Communications of the ACM, 39(11), 27-34.

Knowiedge Discovery in Databases creates the context for

developing the tools needed to control the flood of data facing

As WE MARCH INTO THE AGE
of digial information, the
problem of dac overkad
looms ominously ahead.
Our ability 0 amlyze and Greg
undersand massive
dacsers lags far behind
our abiliey o gather and
moce the daa A new gen-
enruion of compucional wechniques
and 1ools is required 1o support the
exiraction of useful knowledge from
the rapidly growing volumes of da.
These wechniques and wols are the
subject of the emerging field of knowl-
edge discovery in daabases (KDD) and
dawa mining,

large dambases of digial informa-
ton are ubiquitous. Daz from the
neighborhood store’s checkout regis-
ter, your bank's credic card authoniz-
ton device, records in your docilor's
affice, pazerns in your welephone calls,

organizations that depend on ever-growing databases of business,

manufacturing, scentific, and personal information.

The KDD Process
for Extracting Useful
Knowledge from
Volumes of Data

and many more applications generaie
sreams of digicl records archived in
huge dabases, somedmes in socalled
dac warchouses.

Current hardware and daabase wch-
nology allow efficient and inexpensive
relizble daa sworge and access. Howev-
er, whedher the conext is busines,
medidne, sdence, or government, the
dacises themselves (in raw form) are of
lide direct value. Whae is of value is the
knowledge that can be inferred froe
the dam and put w use. For example,
the marketing cacihase of 2 consumer

COMMSTCE TIOE O THE ACH Nombe (Al 3 1 RT

TE AT WEE R
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Data Mining

Knowledge Discovery in Databases (KDD) Process
(Fayyad et al., 1996)

Pre- Trans- : Data : Interpretation/
Selection @ processing s formation Mlnln -Evaluauon W
: : l

Target Preprocessed | Transformed Patterns Knowledge
Data Data Data

Source: Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). The KDD Process for Extracting Useful Knowledge from Volumes of Data.
Communications of the ACM, 39(11), 27-34. 36



Knowledge Discovery (KDD) Process

TP CUD T
“\{ \\\(\L 15

Data mining: Pattern Evaluation

core of knowledge discovery process I
Data Miy
A

Task-relevant Data .
Data Warehouse Ation

|

|

Data Cleaning : |
4‘@ Integration :

Databases

Source: Han & Kamber (2006)
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Data Mining Processing Pipeline

Data
Collection

Data Preprocessing

Cleanin
Feature -nd &
Extraction :
Integration

Analytical Processing

Building

Block 1

Building
Block 2

Output
—» for

Analyst

38



Stephan Kudyba (2014),
Big Data, Mining, and Analytics:
Components of Strategic Decision Making, Auerbach Publications

Big Data,
Mining, and
Analytics

y i *Stephan u
SSEoreword by Tom Davenport,.

Source: http://www.amazon.com/gp/product/1466568704
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Architecture of Big Data Analytics

Big Data
Sources

N\

* Internal
* External

* Multiple
formats

* Multiple
locations

* Multiple
applications

y

N

Big Data
Analytics

Big Data
Analytics
Applications

Queries

Big Data Big Data
Transformation Platforms & Tools
f
Middleware
Hadoop
Raw Transformed MapReduce
Pi
Data Extract Data Hil\:ge
» Transform >
Load Jaqgl
Zookeeper
Hbase
Data Cassandra
Warehouse Oozie
| Avro
Traditional Mahout
Format Others
CSV, Tables L

Reports

40



Architecture of Big Data Analytics

Big Data
Sources

\

* Internal
* External

* Multiple
formats

* Multiple
locations

* Multiple
applications

Big Data
Transformation

Big Data
Platforms & Tools

Big Data
Analytics
Applications

Queries

Reports

Source: Stephan Kudyba (2014), Big Data, Mining, and Analytics: Components of Strategic Decision Making, Auerbach Publications
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Social Big Data Mining

(Hiroshi Ishikawa, 2015)

Social Big Data
Mining

Hiroshi Ishikawa

Source: http://www.amazon.com/Social-Data-Mining-Hiroshi-Ishikawa/dp/149871093X
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VN NN NN NN NN NN NN NN NN NN NN NN SN NN NN SN NN SN BN BN BN BN BN BN BN BN B Ny,

Architecture for
Social Big Data Mining

Enabling Technologies Analysts

N .
* Integrated analysis model | (Intearated analvsis * Model Construction :
i ) A . i
: '\/“ 4 Yy : A Explanation by Model !
l ] Ao \ l
I ] \ i \C / \ I
. i 1 ! Conceptual Layer .
I ,' “ H \‘ ! i I
o 1 Y 5 T ) « Construction and :
* Natural Language Processing ,’ 1 K v \ . . I
. . I \ i r Data \ confirmation )
* Information Extraction I i [ / \ findividual :
) : v . . of individua :
* Anomaly Detection | ! (W Mining hvoothesi |
* Discovery of relationships ! / \ ! \ ypotnesis d '
1 /g . 1 Application * Description an I
among heterogeneous data LT Multivar !ate V¢ . F:::ific e ) executl?on of !
* Large-scale visualization : w . . application-specific :
! Logical Layer PP P :
[ task I
i I
: :
* Parallel distrusted processing i
| Software Social Data !
} —_——— PN y
F Hardware
d o —
— Physical Layer

43



Business Intelligence (BIl) Infrastructure

Extract, transform,
load

Historical
Data

Casual users
* Queries
* Reports

e Dashboards

Web Dat

/ Power users

* Queries
* Reports

e Data mining :

Source: Kenneth C. Laudon & Jane P. Laudon (2014), Management Information Systems: Managing the Digital Firm, Thirteenth Edition, Pearson. 44



A

Data Warehouse
Data Mining and

Increasing potential
to support
business decisions End User

Data Presentation Business
N . Analyst
Visualization Techniques
T“‘m
: Data Mining : Data
i Information Dzscovery i Analyst

Data Exploration
Statistical Summary, Querying, and Reporting

/ Data Preprocessing/Integration, Data Warehouses \
DBA

Data Sources
Paper, Files, Web documents, Scientific experiments, Database Systems

45



The Evolution of Bl Capabilities

Querying and ETL
reporting
Data
Metadzia ’ warehouse
EIS /ESS DSS
Financial Data marts Spreadsheets
reporting (MS Excel)
Digital cockpits
and dashboards —> ot
Business \w
Scorecards and / Intelligence
dashboards
Workflow 4
Alerts and
notifications
Data & text Portals
mining Predictive Broadcasting

Source: Turban et al. (2011), Decision Support and Business Intelligence Systems
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Questions

Enablers

Outcomes

Three Types of Analytics

Business Analytics

Descriptive Predictive Prescriptive

What happened? What will happen? What should | do?
What is happening? Why will it happen? Why should | do it?

v’ Business reporting v Data mining v/ Optimization
v' Dashboards v/ Text mining v/ Simulation
v/ Scorecards v Web/media mining v’ Decision modeling
v’ Data warehousing v' Forecasting v Expert systems
Well-defined Accurate projections Best possible
business problems of future events and business decisions
and opportunities outcomes and actions

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Big Data4 'V

As of 2011, the global size of

By 2014, it's anticipated

40 ZETTABYTES It's estimated that data in healthcare was there will be

L4 LN GABE 2105 2.5 QUINTILLION BYTES T B 420 MILLION

of data will be created by [ 2.3 TRILLION GIGABYTES ] e 150 EXABYTES WEARABLE, WIRELESS
2020, an increase of 300 2020 of data are created each day [ 161 BILLION GIGABYTES ] HEALTH MONITORS

times from 2005

4 BILLION+
Eé HOURS OF VIDEO

are watched on

FOURV’s

6 BILLION Of Bi \ﬁ YouTube each month
PEOPLE g @&

You

phones
ata
30 BILLION ¢
From traffic patterns and music downloads to web PlECES UF CUNTENT
history and medical records, data is recorded, are shared on Facebook
stored, and analyzed to enable the technology every month

Most companies in the

U.S. have at least and services that the world relies on every day. 40[] M".UUN TWEETS
- But what exactly is big data, and how can these a
1[]0 TERABYTES massive amounts of data be used? n :; [ £] .

are sent per day by about 200
million monthly active users

[ 100,000 GIGABYTES ]

of data stored As a leader in the sector, IBM data scientists
break big data into four dimensions: Volume,
Velocity, Variety and Veracity

WORLD POPULATION: 7 BILLION

The New York Stock Exchange Modern cars have close to Depending on the industry and organization, big Poor data quality costs the US

captures 1[]0 SENSURS data encompasses information from multiple I economy around

] TB UF TRADE ( that monitor items such as internal and external sources such as transactions, - o . . (53[ TRILLION A YEAR
INFORMATION (\ fuel level and tire pressure social media, enterprise content, sensors and don't trust the information

during each trading session mobile devices. Companies can leverage data to thiey use to. make decisions .

adapt their products and services to better meet
customer needs, optimize operations and
infrastructure, and find new sources of revenue.

Velocity ........... - o

By 2015 -

ANALYSIS OF 4.4 MILLION IT JOBS RESP(
STREAMING DATA will be created globally to support big data,

with 1.9 million in the United States

Veracity

UNCERTAINTY
OF DATA

By 2016, it is projected in one survey were unsure of

there will be how much of their data was
18.9 BILLION inaccurate
NETWORK

CONNECTIONS

YYYYYYYYYYY
sz fi4d e e R R 44

Sources: McKinsey Global Institute, Twitter, Cisco, Gartner, EMC, SAS, IBM, MEPTEC, QAS

Source: https://www-01.ibm.com/software/data/bigdata/






Artificial Intelligence

Machine Learning & Deep Learning

ARTIFICIAL

INJELIGIEINGE

MACHINE
LEARNING

DEEP
LEARNING

N NAK
MMM

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010’s

Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



Al, ML, DL

4 Artificial Intelligence (Al) )
a Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
. GAN )

Semi-supervised l Reinforcement

.\ Learning Learning )




Google Colab

& C' @ Secure | https://colab.research.google.com/notebooks/welcome.ipynb * @ O
Hello, Colaborator

Co ) y R GD SHARE 6
File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL ¥ CELL 4% COPY TODRIVE CONNECT + /2 EDITING A

Table of contents Code snippets Files X

Getting Started Welcome to Colaboratory!

Colaboratory is a free Jupyter notebook environment that requires no setup and runs entirely in the cloud. See our

Highlighted Features
FAQ for more info.

TensorFlow execution

GitHub Getting Started

« Overview of Colaboratory
» Loading and saving data: Local files, Drive, Sheets, Google Cloud Storage
« |mporting libraries and installing dependencies

Visualization

Forms
+ Using Google Cloud BigQuery
Examples » Forms, Charts, Markdown, & Widgets
» TensorFlow with GPU
Local runtime support » Machine Learning Crash Course: Intro to Pandas & First Steps with TensorFlow
SECTION

~ Highlighted Features

Seedbank

Looking for Colab notebooks to learn from? Check out Seedbank, a place to discover interactive machine learning examples.
v TensorFlow execution

Colaboratory allows you to execute TensorFlow code in your browser with a single click. The example below adds two matrices.
[1. j | 1.] " [1. 2 3.] _ [2. 3. 4.]

https://colab.research.google.com/notebooks/welcome.ipynb 52
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&

Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

o python101.ipynb - Colaborator X +

c

& https://colab.research.google.com/drive/IFEG6DnGvwfUbeo4zJ1zTunjMgf2RkCrT?authuser=2#scrollTo=wsh36fLxDKC3 Pr¢ &)

& python101.ipynb ¢

File Edit View Insert Runtime Tools Help

£ CODE

[

Bl COMMENT 2% SHARE o

TEXT 4 CELL ¥ CELL +/ CONNECTED ~ /‘ EDITING A

# Future Value H
pv = 100

0.1

7

r
n
fv = pv * ((1 + (r)) ** n)
print(round(fv, 2))

.87

[11]

[

[12]

[13]

[

194.

AU WN =

194.

AN WN -

amount = 100
interest = 10 #10% = 0.01 * 10
years = 7

future_value = amount * ((1 + (0.0l * interest)) ** years)
print(round(future_value, 2))

87

# Python Function def
def getfv(pv, r, n):
fv = pv * ((1 + (r)) ** n)
return fv
fv = getfv(100, 0.1, 7).
print(round(fv, 2))

87

# Python if else

score = 80

if score >=60 :
print("Pass")

else:
print("Fail").

Pass

https://tinyurl.com/aintpupython101 53
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Summary \<}

* This course introduces the fundamental concepts,
research issues, and hands-on practices of data mining.

* Topics include

1.

W N

O o N O W

Introduction to data mining
ABC: Al, Big Data, Cloud Computing
Foundations of Data Mining in Python

Data Science and Data Mining: Discovering, Analyzing, Visualizing and
Presenting Data

Unsupervised Learning: Association Analysis, Market Basket Analysis
Unsupervised Learning: Cluster Analysis, Market Segmentation
Supervised Learning: Classification and Prediction

Machine Learning and Deep Learning

Convolutional Neural Networks, Recurrent Neural Networks,
Reinforcement Learning

10. Social Network Analysis

11. Case Study on Data Mining 54



AWS academy

Accredited
Educator

adWs
certified

Solutions
Architect

Associa te

aWs
certified

Cloud
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(Data Mining)
Contact Information
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