
資料探勘介紹
(Introduction to data mining)

1

Min-Yuh Day
戴敏育

Associate Professor
副教授

Institute of Information Management, National Taipei University
國立臺北大學 資訊管理研究所

https://web.ntpu.edu.tw/~myday
2021-02-23

資料探勘
(Data Mining)

1092DM01
MBA, IM, NTPU (M5026) (Spring 2021)

Tue 2, 3, 4 (9:10-12:00) (B8F40)

https://web.ntpu.edu.tw/~myday/
https://web.ntpu.edu.tw/~myday/cindex.htm
http://www.mis.ntpu.edu.tw/en/
https://www.ntpu.edu.tw/
https://www.ntpu.edu.tw/
http://www.mis.ntpu.edu.tw/
https://web.ntpu.edu.tw/~myday


戴敏育博士

(Min-Yuh Day, Ph.D.)
國立台北大學資訊管理研究所副教授

中央研究院資訊科學研究所訪問學人

國立台灣大學資訊管理博士
Publications Co-Chairs, IEEE/ACM International Conference on 

Advances in Social Networks Analysis and Mining (ASONAM 2013- )
Program Co-Chair, IEEE International Workshop on 

Empirical Methods for Recognizing Inference in TExt (IEEE EM-RITE 2012- )
Publications Chair, The IEEE International Conference on 

Information Reuse and Integration (IEEE IRI)

2



3

資料探勘
(Data Mining)

Contact Information
戴敏育博士 (Min-Yuh Day, Ph.D.)
副教授 (Associate Professor)
國立臺北大學 資訊管理研究所
Institute of Information Management, National Taipei University

電話： 02-86741111 ext. 66873
研究室：商8F12
地址： 23741 新北市三峽區大學路 151 號
Email：myday@gm.ntpu.edu.tw
網址：http://web.ntpu.edu.tw/~myday/

https://www.ntpu.edu.tw/
http://www.mis.ntpu.edu.tw/
http://www.mis.ntpu.edu.tw/en/
https://www.ntpu.edu.tw/
http://web.ntpu.edu.tw/~myday/


國立臺北大學

109學年度第2學期
課程大綱

Spring 2021 (2021.02 - 2021.06)

• 課程名稱：資料探勘 (Data Mining)
• 授課教師：戴敏育 (Min-Yuh Day)
• 開課系所：資管所碩士班
• 開課資料：選修半學年 3 學分 (3 Credits, Elective)

• 上課時間：週二 2, 3, 4 (9:10-12:00)
• 上課教室：商8F40 (台北大學三峽校區)
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教學目標

1. 瞭解資料探勘基本概念與
研究議題。。

2. 具備資料探勘實務操作能力。
3. 進行資料探勘相關之
資訊管理研究。
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Course Objectives
1. Understand the fundamental concepts 

and research issues of data mining.
2. Equip with Hands-on practices of 

data mining.
3. Conduct information systems research in 

the context of data mining.
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內容綱要
• 本課程介紹資料探勘基本概念、研究議題、與實務操作。
• 課程內容包括

1. 資料探勘介紹
2. ABC：人工智慧，大數據，雲端運算
3. Python資料探勘的基礎
4. 資料科學與資料探勘：發現，分析，可視化和呈現數據
5. 非監督學習：關聯分析，購物籃分析
6. 非監督學習：集群分析，行銷市場區隔
7. 監督學習：分類和預測
8. 機器學習和深度學習
9. 卷積神經網絡、遞歸神經網絡、強化學習
10.社交網絡分析
11.資料探勘個案研究
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Course Outline
• This course introduces the fundamental concepts, 

research issues, and hands-on practices of data mining. 
• Topics include 

1. Introduction to data mining 
2. ABC: AI, Big Data, Cloud Computing
3. Foundations of Data Mining in Python
4. Data Science and Data Mining: Discovering, Analyzing, Visualizing and 

Presenting Data
5. Unsupervised Learning: Association Analysis, Market Basket Analysis 
6. Unsupervised Learning: Cluster Analysis, Market Segmentation 
7. Supervised Learning: Classification and Prediction
8. Machine Learning and Deep Learning 
9. Convolutional Neural Networks, Recurrent Neural Networks,  

Reinforcement Learning
10. Social Network Analysis
11. Case Study on Data Mining 8



資訊管理研究所
系核心能力

(Core Competence)

• 資訊科技新知探索與系統開發應用 80 %
• 網路行銷企劃能力 10 %
• 論文寫作與獨立研究能力 10 %
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校四大基本素養
(Four Fundamental Qualities)

• 專業 (Professionalism)
– 創意思考與問題解決 (Creative thinking and Problem-solving) 30 %

– 綜合統整(Comprehensive Integration) 30 %
• 人際 (Interpersonal Relationship)

– 溝通協調 (Communication and Coordination) 10 %
– 團隊合作 (Teamwork) 10 %

• 倫理 (Ethics)
– 誠信正直(Honesty and Integrity) 5 %
– 尊重自省(Self-Esteem and Self-reflection) 5 %

• 國際觀 (International Vision)
– 多元關懷 (Caring for Diversity) 5 %
– 跨界宏觀 (Interdisciplinary Vision) 5 %
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商學院學習目標
(College Learning Goals)

• Ethics/Corporate Social Responsibility
• Global Knowledge/Awareness
• Communication
• Analytical and Critical Thinking

11



系所學習目標
(Department Learning Goals)

• Information Technologies and System 
Development Capabilities
• Internet Marketing Management 

Capabilities
• Research capabilities
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課程大綱 (Syllabus)
週次 (Week)    日期 (Date)    內容 (Subject/Topics)
1  2021/02/23  資料探勘介紹 (Introduction to data mining)
2  2021/03/02  ABC：人工智慧，大數據，雲端運算

(ABC: AI, Big Data, Cloud Computing)
3  2021/03/09  Python資料探勘的基礎

(Foundations of Data Mining in Python)
4  2021/03/16  資料科學與資料探勘：發現，分析，可視化和呈現數據

(Data Science and Data Mining: 
Discovering, Analyzing, Visualizing and Presenting Data)

5  2021/03/23  非監督學習：關聯分析，購物籃分析
(Unsupervised Learning: Association Analysis, 
Market Basket Analysis)

6  2021/03/30  資料探勘個案研究 I 
(Case Study on Data Mining I)



週次 (Week)    日期 (Date)    內容 (Subject/Topics)
7  2021/04/06  非監督學習：集群分析，行銷市場區隔

(Unsupervised Learning: Cluster Analysis, Market Segmentation)

8  2021/04/13  監督學習：分類和預測
(Supervised Learning: Classification and Prediction)

9  2021/04/20  期中報告 (Midterm Project Report)
10  2021/04/27  監督學習：分類和預測

(Supervised Learning: Classification and Prediction)
11  2021/05/04  機器學習和深度學習

(Machine Learning and Deep Learning)
12  2021/05/11  卷積神經網絡

(Convolutional Neural Networks)
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週次 (Week)    日期 (Date)    內容 (Subject/Topics)
13  2021/05/18  資料探勘個案研究 II 

(Case Study on Data Mining II)
14  2021/05/25  遞歸神經網絡

(Recurrent Neural Networks)
15  2021/06/01  強化學習

(Reinforcement Learning)
16  2021/06/08  社交網絡分析

(Social Network Analysis)
17  2021/06/15  期末報告 I (Final Project Report I)
18  2021/06/22  期末報告 II (Final Project Report II)
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教學方法與教學活動
(Teaching methods and activities)

• 講授 (Lecture)
• 討論 (Discussion)
• 實習 (Practicum)
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評量方式
(Evaluation Methods)

• 個人報告 (Individual Presentation) 60 %
• 團體報告 (Group Presentation) 10 %
• 個案分析報告 (Case Report) 10 %
• 課堂參與 (Class Participation) 10 %
• 作業 (Assignment) 10 %
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指定用書
(Required Texts)

• Robert Layton (2017), 
Learning Data Mining with Python, 
Second Edition, Packt Publishing.
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參考書目
(Reference Books)

• Aurélien Géron (2019), 
Hands-On Machine Learning with Scikit-Learn, Keras, 
and TensorFlow: Concepts, Tools, and Techniques to 
Build Intelligent Systems, 
2nd Edition, O’Reilly Media.
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Learning Data Mining with Python - Second Edition, 
Robert Layton, 

Packt Publishing, 2017

https://www.amazon.com/Learning-Data-Mining-Python-Second/dp/1787126781


21Source: https://www.amazon.com/Data-Mining-Concepts-Techniques-Management/dp/0123814790

Data Mining: Concepts and Techniques, Third Edition, 
Jiawei Han, MichelineKamber and Jian Pei, 

Morgan Kaufmann, 2011

https://www.amazon.com/Data-Mining-Concepts-Techniques-Management/dp/0123814790


22Source: http://www.books.com.tw/products/0010646676

郝沛毅, 李御璽, 黃嘉彥編譯, 資料探勘
(Jiawei Han, Micheline Kamber, Jian Pei, Data Mining - Concepts and Techniques 3/e), 

高立圖書, 2014

http://www.books.com.tw/products/0010646676


23Source: https://www.amazon.com/Data-Mining-Machine-Learning-Practitioners/dp/1118618041

Big Data, Data Mining, and Machine Learning: Value Creation for 
Business Leaders and Practitioners, 

Jared Dean, 
Wiley, 2014.

https://www.amazon.com/Data-Mining-Machine-Learning-Practitioners/dp/1118618041


24Source: https://www.amazon.com/Network-Analysis-Applications-Lecture-Networks/dp/3319781952

Social Network Based Big Data Analysis and Applications, 
Lecture Notes in Social Networks, 

Mehmet Kaya, Jalal Kawash, Suheil Khoury, Min-Yuh Day, 
Springer International Publishing, 2018.

https://www.amazon.com/Network-Analysis-Applications-Lecture-Networks/dp/3319781952


25Source: https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/

Aurélien Géron (2019), 
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow: 

Concepts, Tools, and Techniques to Build Intelligent Systems, 2nd Edition
O’Reilly Media, 2019

https://github.com/ageron/handson-ml2
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Hands-On Machine Learning with 
Scikit-Learn, Keras, and TensorFlow

26

Notebooks
1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification
4.Training Models
5.Support Vector Machines
6.Decision Trees
7.Ensemble Learning and Random Forests
8.Dimensionality Reduction
9.Unsupervised Learning Techniques
10.Artificial Neural Nets with Keras
11.Training Deep Neural Networks
12.Custom Models and Training with TensorFlow
13.Loading and Preprocessing Data
14.Deep Computer Vision Using Convolutional Neural Networks
15.Processing Sequences Using RNNs and CNNs
16.Natural Language Processing with RNNs and Attention
17.Representation Learning Using Autoencoders
18.Reinforcement Learning
19.Training and Deploying TensorFlow Models at Scale

https://github.com/ageron/handson-ml2

https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/01_the_machine_learning_landscape.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/02_end_to_end_machine_learning_project.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/03_classification.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/04_training_linear_models.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/05_support_vector_machines.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/06_decision_trees.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/07_ensemble_learning_and_random_forests.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/08_dimensionality_reduction.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/09_unsupervised_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/10_neural_nets_with_keras.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/11_training_deep_neural_networks.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/12_custom_models_and_training_with_tensorflow.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/13_loading_and_preprocessing_data.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/14_deep_computer_vision_with_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/15_processing_sequences_using_rnns_and_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/16_nlp_with_rnns_and_attention.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/17_autoencoders.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/18_reinforcement_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/19_training_and_deploying_at_scale.ipynb
https://github.com/ageron/handson-ml2


AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics
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 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 

1.3 
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FIGURE 1.8 Evolution of  Decision Support, Business Intelligence, and Analytics.
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Data Mining 
Is a Blend of Multiple Disciplines

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Data Mining at the 
Intersection of Many Disciplines
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Source:  Turban et al. (2011), Decision Support and Business Intelligence Systems 29
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Data Mining Tasks & Methods

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Data Science and 
Business Intelligence

31Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015



Data Science and 
Business Intelligence

32Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015

Predictive Analytics 
and Data Mining 

(Data Science)



Data Science and 
Business Intelligence

33Source: EMC Education Services, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, Wiley, 2015

Predictive Analytics 
and Data Mining 

(Data Science)

What if…?
What’s the optimal scenario for our business?

What will happen next?
What if these trends countinue?

Why is this happening?

Optimization, predictive modeling, forecasting statistical analysis

Structured/unstructured data, many types of sources, 
very large datasets



Data Mining: 
Core Analytics Process

The KDD Process for 
Extracting Useful Knowledge

from Volumes of Data

34
Source: Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). The KDD Process for Extracting Useful Knowledge from Volumes of Data. 

Communications of the ACM, 39(11), 27-34.



Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). 
The KDD Process for 

Extracting Useful Knowledge
from Volumes of Data. 

Communications of the ACM, 39(11), 27-34.
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Data Mining 
Knowledge Discovery in Databases (KDD) Process

(Fayyad et al., 1996)

36
Source: Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). The KDD Process for Extracting Useful Knowledge from Volumes of Data. 

Communications of the ACM, 39(11), 27-34.



Knowledge Discovery (KDD) Process

Data Cleaning

Data Integration

Databases

Data Warehouse

Task-relevant Data

Selection

Data Mining

Pattern Evaluation

37Source: Han & Kamber (2006)

Data mining: 
core of knowledge discovery process



Data Mining Processing Pipeline
(Charu Aggarwal, 2015)

38Source: Charu Aggarwal (2015), Data Mining: The Textbook Hardcover, Springer
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Stephan Kudyba (2014), 
Big Data, Mining, and Analytics: 

Components of Strategic Decision Making, Auerbach Publications

39Source: http://www.amazon.com/gp/product/1466568704

http://www.amazon.com/gp/product/1466568704


Architecture of Big Data Analytics

40Source: Stephan Kudyba (2014), Big Data, Mining, and Analytics: Components of Strategic Decision Making, Auerbach Publications
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Architecture of Big Data Analytics

41Source: Stephan Kudyba (2014), Big Data, Mining, and Analytics: Components of Strategic Decision Making, Auerbach Publications
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Social Big Data Mining
(Hiroshi Ishikawa, 2015)

42Source: http://www.amazon.com/Social-Data-Mining-Hiroshi-Ishikawa/dp/149871093X

http://www.amazon.com/Social-Data-Mining-Hiroshi-Ishikawa/dp/149871093X


Architecture for 
Social Big Data Mining

(Hiroshi Ishikawa, 2015)

43
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Source: Hiroshi Ishikawa (2015), Social Big Data Mining, CRC Press



Business Intelligence (BI) Infrastructure

44Source: Kenneth C. Laudon & Jane P. Laudon (2014), Management Information Systems: Managing the Digital Firm, Thirteenth Edition, Pearson. 
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45Source: Jiawei Han and Micheline Kamber (2006), Data Mining: Concepts and Techniques, Second Edition, Elsevier



The Evolution of BI Capabilities

Source:  Turban et al. (2011), Decision Support and Business Intelligence Systems 46
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computer technology, management science techniques, and statistics to solve real prob-
lems. Of course, many other organizations have proposed their own interpretations and 
motivations for analytics. For example, SAS Institute Inc. proposed eight levels of analytics 
that begin with standardized reports from a computer system. These reports essentially 
provide a sense of what is happening with an organization. Additional technologies have 
enabled us to create more customized reports that can be generated on an ad hoc basis. 
The next extension of reporting takes us to OLAP-type queries that allow a user to dig 
deeper and determine specific sources of concern or opportunities. Technologies available 
today can also automatically issue alerts for a decision maker when performance warrants 
such alerts. At a consumer level we see such alerts for weather or other issues. But similar 
alerts can also be generated in specific settings when sales fall above or below a certain 
level within a certain time period or when the inventory for a specific product is running 
low. All of these applications are made possible through analysis and queries on data being 
collected by an organization. The next level of analysis might entail statistical analysis to 
better understand patterns. These can then be taken a step further to develop forecasts or 
models for predicting how customers might respond to a specific marketing campaign or 
ongoing service/product offerings. When an organization has a good view of what is hap-
pening and what is likely to happen, it can also employ other techniques to make the best 
decisions under the circumstances. These eight levels of analytics are described in more 
detail in a white paper by SAS (sas.com/news/sascom/analytics_levels.pdf).

This idea of looking at all the data to understand what is happening, what will happen, 
and how to make the best of it has also been encapsulated by INFORMS in proposing three 
levels of analytics. These three levels are identified (informs.org/Community/Analytics) as 
descriptive, predictive, and prescriptive. Figure 1.11 presents a graphical view of these three 
levels of analytics. It suggests that these three are somewhat independent steps and one type 
of analytics applications leads to another. It also suggests that there is actually some overlap 
across these three types of analytics. In either case, the interconnected nature of different 
types of analytics applications is evident. We next introduce these three levels of analytics.

Business Analytics

Descriptive

What happened?
What is happening?

Predictive

What will happen?
Why will it happen?

Prescriptive

What should I do?
Why should I do it?

Q
ue

st
io

ns
E

na
bl

er
s

Well-defined
business problems
and opportunities

Accurate projections
of future events and

outcomes

Best possible
business decisions

and actions

O
ut

co
m

es

   Business reporting
   Dashboards
   Scorecards
   Data warehousing

   Data mining
   Text mining
   Web/media mining
   Forecasting

   Optimization
   Simulation
   Decision modeling
   Expert systems

FIGURE 1.11 Three Types of  Analytics.
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Three Types of Analytics 

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), 
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson



Big Data 4 V

48Source: https://www-01.ibm.com/software/data/bigdata/
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Artificial Intelligence
Machine Learning & Deep Learning

50Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



AI, ML, DL

51Source: https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/deep_learning.html

Artificial Intelligence (AI)

Machine Learning (ML)

Deep Learning (DL)
CNN

RNN LSTM GRU
GAN

Supervised 
Learning

Unsupervised 
Learning

Semi-supervised 
Learning

Reinforcement 
Learning



Google Colab

52https://colab.research.google.com/notebooks/welcome.ipynb

https://colab.research.google.com/notebooks/welcome.ipynb
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101


Summary
• This course introduces the fundamental concepts, 

research issues, and hands-on practices of data mining. 
• Topics include 

1. Introduction to data mining 
2. ABC: AI, Big Data, Cloud Computing
3. Foundations of Data Mining in Python
4. Data Science and Data Mining: Discovering, Analyzing, Visualizing and 

Presenting Data
5. Unsupervised Learning: Association Analysis, Market Basket Analysis 
6. Unsupervised Learning: Cluster Analysis, Market Segmentation 
7. Supervised Learning: Classification and Prediction
8. Machine Learning and Deep Learning 
9. Convolutional Neural Networks, Recurrent Neural Networks,  

Reinforcement Learning
10. Social Network Analysis
11. Case Study on Data Mining 54
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