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Outline

e Web Information Extraction
1. Manual Approach
e Human programmer

2. Wrapper Induction

e Supervised learning approach
3. Automatic Extraction

e Unsupervised learning approach

e String Matching and Tree Matching
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y . Your Amazon.com | Todays Deals  GiftCards  Help
Join Prime
Shop by A ;
Department + Search Al *  jPhone 5
Gateway Gift Cerificates/Cards  International  HotMew Releases Best Sellers  Today's Deals
Editor's Picks: iPhone Accessories
+ iPhone + iPhone + iPhone + Mounts
= 4/45 3/3GS &
Cases Cases Cases Stands
» Shop all Editor's Picks in iPhone accessories
Department "iPhone 5"

Cell Phones 8 Accessories
Unlocked Cell Phones
Cases

Related Searches: iphone 4, iphone 45, iphone 5 unlocked.

Showing 1-16 of 462 962 Results

Cyber Monday Deals Week >shopnow

Presenied by Amazon.com Rewards Visa Card

Hella. Sign in Jain 0 Wish
Your Account~  Prime~ -\.-!Cartv List =
Sell Your Stuff
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Data Cables

$869.00

Computers & Accessories In Stock

ble A . )
Computer Cable Adapters More Buying Choices

Electronics $750.00 new (65 offers)
Audio & Video Connectors & $501.00 used (15 offers)
Adapters

+ See All 33 Departments

Apple iPhone 5 16GB (White) - Unlocked by Apple
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Cell Phones & Accessories: See all 195,831 items
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Shipping Option (What's this?)
Free Super Saver Shipping

54005 $22.00
Orderin the next 19 hours and get it by
List . Thursday, Nov 29.
istmania!
More Buying Choices
Listmania!l $17.32 new (86 offers)

create
your list

$15.20 used (22 offers)

[

OtterBox Defender Series Case for iPhone 5 - Retail Packaging - Black by OtterBox
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PRI (203)

Eligible for FREE Super Saver Shipping.

Cell Phones & Accessories: See all 195,831 items




Data Extraction from Source Code of Web page

! A, Amazoncom: iPhone3 % [/ A view-sourcewww.amazc X

y
J

C' A [ view-sourcewww.amazon.com/s/ref=nb_sb_noss_17url=search-alias%3Daps&field-keywords=iPhone+5 w7 & Ed ! C.% ! =

1144 | «div id="atfResults" class="list results apslistc"> -

114 Tiv LU TICSUlL_UT Claco-TISLROwW Drodr name—Tmouug CZiEeT

‘1‘1~?( <div class="image"> \

1147 <a href="http://vwww.amazon.com/Apple-iPhone-16GE-White-Unlocked/dp/B0037CZJEC/ref=sr 1 17ie=UIFS8&gid=1354056609&5r=8-
lakeywords=iPhone4+5"»<imy srco="http:/ ecx.images—zsmazon.com/images/T/31wjCELvfBL., ARIE0 . " glass="productImage" alt="Product

Decails"/>< ar»</div>
1148 | <h3 classz="newapsz">
1149 <a href="http://www.amazon.com/Apple-iPhone-16GE-White-Unlocked/dp/B0097CZJEC/ ref=sr 1 1?ie=UIF8&gid=1354056609&sr=8-

lakeywords=iPhone+i">»<span class="lrg bold" ple iPhone 5 16GE {(White) -— Unlock~ fspan></a> <span class="med reg">by Apple</span

1130 </h3>

1141 LEl

1182 | «ul class="rsltl">

1143

1134 <1lix

1195 <a href="http://www.amazon.com/Apple-iPhone-16G5-White-Unlocked,/dp/BO09TCZJEC/ ref=sr 1 17?ie=UTF8&qgid=1354056609&s5r=8-
lakeywords=iPhone+5"><span claszs="bld 1lrg red"_:"spa:b

1196

My7 | «/a></1i>
1148 | <liz<span clasz="grey =ml">In Stock</span></lix<li claszs="sect">More Buying Choices</li>

1149 £li class="med grey mkp2">

1140 <a href="http://vwww.amazon.com/gp/offer-listing/RO0olCz IR0/ refogr 1 1 olp?ie=UIF8agid=1354056609&5r=8~
lakeywords=iPhone+5econdition=new"><span class="price bld"}5750.004/span>|new <fpan class="grey"> (68 offers)</span></a> </1li>

1141 £1li class="med grey mkp2">

1142 <& href="http://www.amazon.com/gp/offer-1isting Ra0aniLiF(/ ref itk 0lp?ie=UTF84gid=1354056609&45r=8~
lekeywords=iFPhone+iecondition=used"»<span class="price bld"35501.004/=span> Jused ¥span class="grev"> (14 offers)</span></a>» </lirx</ul>

1143

1144 | <ul class="rsltR dkGrev

1145 "

1146

11§? <1li >

1142 <span name="B00STCZIJEC" ref="sr cr " class="asinReviewsSummary">

1199 <a alt="2.9 out of 5 stars" href="http://www.amazon.com/Apple-iPhone-16GB-White-Unlocked,/product-
reviewsﬁEOOQTCZJEDfref=5I_l_l_cm_cI_acr_img?ie=UTF3&showViewpoints=l"><3pa: class="grSprite spr stars3lictive newStars">

1130 <span class="displavylone"></span>

111 </ span>

1142 <span class="srSprite spr chevron">

1133 <span class="displavNone">»></span>

1134 </ span>

1195 </a»</=pan>

1196

11\ <span class="rvwlint"»r(<a href="http://www.amazon.com/Lpple-iPhnone-16G8-White-Unlocked/product-

reviews,/BO09TCZJEQ/ref=sr 1 1 cm cr acr txt?ie=UTFEishowViewpoints=1">18</a>)</span>

Source: http://www.amazon.com/ 6



Structured Data Extraction:
Wrapper Generation

e Web information extraction
— Information Extraction (IE)

— Extracting target information items from Web
pages
— Two general problems

e Extracting information from natural language text

e Extracting structured data from Web pages

* Wrapper

— A program for extracting structured data



Extracting Data records

e Extracting data records from web pages

— Obtain and integrate data from multiple sources
(Web sites and pages)

— Provide value-added services
e Customizable web information gathering

e Comparative shopping
* Meta-search

— Examples

* Products sold online

Product reviews

Job postings

Research publications

Forum discussions



Three Main Approaches for
Information Extraction
1. Manual Approach

— Human programmer
2. Wrapper Induction

— Supervised learning approach

3. Automatic Extraction
— Unsupervised learning approach



1. Manual Approach

 Observing a Web page and its source code
e Human programmer finds some patterns
— Writes a program to extract the target data

 Manual approach is not scalable to a large
number of Web sites



2. Wrapper Induction

Supervised learning approach
Semi-automatic

A set of extraction rules is learned from a
manually labeled pages or data records

Extract target data items from other similarly
formatted pages

11



3. Automatic Extraction

Unsupervised learning approach

Automatically finds patterns or grammars
from given a single or multiple web pages for
data extraction

Eliminates the manual labeling effort

Scale up data extraction to a huge number of
sites and pages



Two Types of Data Rich Pages

e List pages
— Each such page contains one or more lists of data
records.
— Each list in a specific region in the page
— Two types of data records: flat and nested
e Detail pages
— Each such page focuses on a single object.
— A lot of related and unrelated information



List Page

Cell Phones & Accessories » Unlocked Phones » Apple » "iPhone 5"

Related Searches: iphone 4, iphone 4s, iphone 5 case.

Showing 1- 24 of 186 Results

1.

Apple iPhone 5 16GB (White) - Unlocked
Buy new: $869.00

68 new from $750.00

15 used from $501.00

Only 14 leftin stock - order soon.

ok (18)

Apple iPhone 5 64GB (Black) - Unlocked
Buy new: $1,092.99

21 new from $991.00

Jused from $910.00

Only 2 leftin stock - order soon.

D [|3:;

Apple iPhone 5 16GB (Black) - Unlocked
Buy new: $869.00

Apple iPhone 5 32GB (Black) - Unlocked
Buy new: $953.99

20 new from $936.85

4 used from $829.95

Only 1 leftin stock - order soon.

Sort by | Relevance E|

Apple iPhone 45 16GB Black - FACTORY
UHLOCKED

Buy new: $649.00
28 new from $530.00
38 used from $460.00

Only 12 left in stock - order soon.

A (2

o

Apple iPhone 5 32GB (\White) - Unlocked
Buy new: $969.00

27 new from $934.95

4 usedfrom $839.80

Only 10 left in stock - order soon.
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Detall Page

amazon Your Amazon.com | Today's Deals  Gift Cards | Help

Join Prime

Cyber‘ Monday Deals Week :shopnow

d by Amazon.com Rewards Visa Card

Shop by . = —— : Hella. Sign in Join 0 Wish
Department~ Search |CERERIR A aenannisnEE IPhone 5 ﬂ Your Account~  Prime~ -\.-.,Cartv List =

Cell Phones & Accessories  All Electronics  Brands BestSellers  Phones with Plans: AmazonWireless  Mo-Contract Phones  Unlocked Phones  Accessories  Apps  Deals

. Apple IPhone 5 64GB (White) - Unlocked .
I - ! prEgpl_e ( ) Quantity: | 1[+]
' £tk | $1,099.00 + Free Shipping
I < (2 customer reviews) | (&) In Stock. Sold by
HollyCellular
ol Price: $1,099.00 @ Add to Cart ]
- Special Offers Available
or
Only 6 left in stock. S :
Ships from and sold by HollyCellular. s t;réLe“;?ng? o
Ordering for Christmas? Based on the shipping schedule of HollyCellular, choose
Standard at checkout for delivery by December 24. See HollvCellular shipping details.
| Add to Wish List

19 new from $1,039.99

More Buying Choices

— — Cyber Monday Deals Week: Sprint Sale g?cuh;?g‘;itia 99 I“I_l'.q#t—um'
Far a limited time, get a great deal on best selling Sprint devices like the e »4.93 snipping
Sprint Samsung Galaxy S III and HTC EVO 4G. See all Sprint phones at Directouywi... | Add to Cart
See all 5 image(s) AmazonWireless. $1,088.99 + $4.49 shipping
Share vour own customer images Addicted to Phones| Addte Cart

$1,089.00 + $4.99 shipping
Special Offers and Product Promotions 19 new from $1,039.99

e Buy 5 or more items from Hollycellular and get 5% off vour order! Yes you can mix and match items! Here's how (restrictions apply) share & ] ¥

Frequently Bought Together

Price For All Three: $2,196.64

""“-‘.___'_ 'ﬂ Add all three to Cart | | Add all three to Wish List |
- : = - These items are shipped from and sold by different sellers. Show details
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Input
Web
Page

Output
Data
Table

Extraction Results

T2-n. Found Tomtable: ¥White

— Cabinet Organirers by Copoo
u -, BEoond Tomtanle Wehite

Cabinet Organizens

=
i
o
EME
= =

14 7529 Cabinel _l'l_l-l izer (hon-=ki :I Mhite b7 35 |pg
Cahinet Organizerns
224F Cookware Lid Rack 319.95 |Eg
(a). An example page segment
mmage |Cabimet Orvgameers by Copeo| 9= | Round Turntable: Whate P55 | 54 95
mmage | |Cabinet Orgameers by Copeo| 12-m. | Round Turntable: Whate #5555 | 5795
mmage 2 Cabmet Orgamizers | 4. 7559 Cabinet Organizer (Non- P55 | 5795
skid): Whate
mage 3 Cabmet Orgamzers 22xb Cookware Lud Rack  [F5%% 51905

(b). Extraction results
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The data model

Most Web data can be modeled as nested relations
— typed objects allowing nested sets and tuples.

An instance of a type T is simply an element of
dom(T).

there 15 a set ol basic types, B = 1By By L Byl Bach B 1s an atomie
type, and 1ts domam. denoted by domi B;). 15 a set ol constants.

T Th o Ty are basic or set tvpes. then [ 1. T, L Ty] s a tuple type
with the domam dom(| 1y, T, Ta]) = Vv vas v v € dom( 1)
T 1s ataple tvpe, then |77 15 a set type with the domain dom( | 1)) be-
ing the power set ol dom( 1)



An example nested tuple type

o yame (Ol Ivpe siring ).
o mage (ol vpe image-file), and
o JiffereniSizes (a sei tvpe), consists ol a set ol wples with the atiributes
e size (ol type string), and
e price (ol type siring)
tuple product ( name: string;
Image: image-file;

differentsizes: set (size: string;
price.  string; )}

e Classic flat relations are of un-nested or flat set

types.
* Nested relations are of arbitrary set types.



Type tree

 Abasictype B;is a leaf tree,

e Atupletypel[T, T, .., T,]is atreerooted at a tuple
node with n sub-trees, one for each T.

e Asettype {T}is atree rooted at a set node with one
sub-tree.

Note: attribute names are not included in the type tree.

We introduce a labeling of a type tree, which is defined
recursively:

« Ifasetnodeislabeled ¢, then its child is labeled ¢.0, a
tuple node.

e Ifatuple nodeislabeled ¢, then its n children are
labeled ¢.1, ..., ¢.n.



Instance tree

e Aninstance (constant) of a basic type is a leaf tree.

e Atupleinstance [v,, v,, ..., v ] forms a tree rooted at a
tuple node with n children or sub-trees representing
attribute valuesv,, v,, ..., v,.

e Asetinstance{e,, e,, ..., e,} forms a set node with n
children or sub-trees representing the set elements e;,
e,, ...,and e,.

Note: A tuple instance is usually called a data record in
data extraction research.



HTML Mark-Up Encoding of Data

Instances

There are no designated tags for each type as HTML
was not desighed as a data encoding language. Any
HTML tag can be used for any type.

For a tuple type, values (also called data items) of
different attributes are usually encoded differently to
distinguish them and to highlight important items.

A tuple may be partitioned into several groups or sub-
tuples. Each group covers a disjoint subset of
attributes and may be encoded differently.



HTML encoding (cont ...)

e [or aleal node ol a basic type labeled ¢ an instance ¢ 1s encoded with.

enclgie) = OPEN-TAGS ¢ CLOSE-TAGS.
where OFPEN-TAGS 15 a sequence ol open HTML tags. and  CLOSNE-
FAGH s the sequence ol correspondimg close HTML tags. The number
ol tags 1s greater than or equal o (0

lor a tuple node labeled ¢ of w chuldren or attnibutes, (¢ 1. ... @], the
attributes are lirst parutioned mwo i (= 1) groups =g L, . ge
ghlerl).. . ghe o (k1) . ¢don= and an instance vy, L v of

the tuple node 15 encoded with

enclgi vy, ... val) = QPEN-TAGS, encivy) ... encive) CLOSE-TAGS,
COIPEN-TAGS; enci{ve ) enclvy) CLOSE-TAGS,;

OPEN-TAGEy enc(vea ) enc(vy) CLONE-TAS,

where OPEN-TAGS; 15 a sequence of open HTML tags. and CLOSE-
FAGS; 18 the sequence of corresponding close tags. The number of tags
15 gricater than or equal o O,

i

lor a set node labeled ¢ an non-empty set instance {ey. €. ... €, 15 ¢n-
coded with

encignier. ...en ) = OPEN-TAGS encle). encle ) CLOSE-TAGS

22



More on HTML encoding

 Mark-up encoding covers all cases in Web pages.
— each group of a tuple type can be further divided.

e Actual Web page the encoding may not be done by
HTML tags alone.

— Words and punctuation marks can be used as well.

Eestaurant Name: (zood Noodles

e 205 Willow, Glen, Phone 1-773-366-1987

e 25 Qak, Forest, Phone (800) 234-7903

e 324 Halsted St., Chicago, Phone 1-500-996-5023
e 700 Lake St., Oak Park, Phone: (708) 798-0008



Wrapper Induction

e Using machine learning to generate extraction rules.
— The user marks the target items in a few training pages.
— The system learns extraction rules from these pages.
— The rules are applied to extract items from other pages.

e Many wrapper induction systems, e.g.,
— WIEN (Kushmerick et al, 1JCAI-97),
— Softmealy (Hsu and Dung, 1998),
— Stalker (Muslea et al. Agents-99),
— BWI (Freitag and Kushmerick, AAAI-00),
— WL? (Cohen et al. WWW-02).



A General View of
Wrapper Induction (WI) systems.

Tranng

€= cu

Un-labelked

VWeb FPages J

-- _--.j _-

Un-supervised I—

1| GUI

o

[ ]

=emi-s up—er'-.r|5e-::| _l

SE

Iser

Lab=led
Web Pages

Wrapper
Induction
System

n

QI Test
veer | | 208

L

_)l Wrapper JQ:\USH

Supervised

[_- _ Manual

E:-:l;racte-:i Data
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Example of an EC tree (a) and a
Stalker extraction rule (b).

Extraction rule for LisfReviewer):
SkipTof=ol=) SkipTo(</ok=)

[teration rule for LisReviewer):
SHpTo{<li=) =hip Tol</i=)

Extraction rule for Rating
SkipTo{Rating <he=) SkipTo(<hbe=)

EC tree

=)

Stalker extraction rule

26



Stalker: A hierarchical wrapper
induction system

e Hierarchical wrapper learning
— Extraction is isolated at different levels of hierarchy
— This is suitable for nested data records (embedded list)

e Each item is extracted independent of others.

e Each target item is extracted using two rules
— A start rule for detecting the beginning of the target item.
— A end rule for detecting the ending of the target item.



Hierarchical representation:
type tree

Restaurant Name; (Good Noodles

e 205 Willow, Glen, Phone 1-773-366-1987

e 25 Oak, Forest, Phone (800) 234-7903

e 324 Halsted St., Chicago, Phone 1-800-996-5023
e 700 Lake St., Oak Park, Phone: (708) 798-0008

Tuple: Eestaurant

String: Name Set: Addresses

Tuple: Address

0 0 H
String:  String: Integer: SEringe:

Street Caty Arca-CUode  Phone-No.



Data extraction based on EC tree

The extraction is done using a tree structure called the EC
tree (embedded catalog tree).

The EC tree is based on the type tree above.

Page

..//\*-

Name LIST { Addresses)

Address

P N

Street  City Area-Code Phone-No.

To extract each target item (a node), the wrapper
needs a rule that extracts the item from its parent.



Extraction using two rules

e Each extraction is done using two rules,
— a start rule and a end rule.

e The start rule identifies the beginning of the

node and the end rule identifies the end of
the node.

— This strategy is applicable to both leaf nodes
(which represent data items) and list nodes.

e For a list node, list iteration rules are needed
to break the list into individual data records
(tuple instances).



Rules use landmarks

e The extraction rules are based on the idea of
landmarks.

— Each landmark is a sequence of consecutive
tokens.

 Landmarks are used to locate the beginning
and the end of a target item.

e Rules use landmarks



= [l —

LA

An example

Let us try to extract the restaurant name “Good Noodles”. Rule R1
can to identify the beginning :

R1: SkipTo(<b>) // start rule

This rule means that the system should start from the beginning of
the page and skip all the tokens until it sees the first <b> tag. <b>is
a landmark.

Similarly, to identify the end of the restaurant name, we use:

R2: SkipTo(</b>) // end rule
p= Restaurant Name: <b>Good Noodles</b=<br><br
l1= 205 Willow, <1=Glen</1=, Phone 1-<1=773<1=-366- 1987/
I 25 Oak, < 1=Forest=/1>, Phone (800) 234-7902 </l
l1= 324 Halsted 56, <1=Chicago</1=, Phone [-<1=800<1>-996-5023 </l

l1= 700 Lake 51, <1=Oak Park</1=, Phone: ( 708) 798-0008 </T I



Rules are not unique

 Note that a rule may not be unique. For example, we can
also use the following rules to identify the beginning of

the name:
R3: SkiptTo(Name _Punctuation_ _HtmlTag )

or R4: SkiptTo(Name) SkipTo(<b>)

* R3 means that we skip everything till the word “Name”
followed by a punctuation symbol and then a HTML tag.
In this case, “Name _Punctuation _HtmlTag ” together
is a landmark.
— _Punctuation _and _HtmlTag are wildcards.



Extract area codes

| Identuly the enure List ol addresses. We can use the start rule
Skip Tol{<=br=<br>), and the end rule SkipTo(</p=).

2 Nerate through the list (hmes 2-3) to break o imo 4 individual records
(lines 2 - 5). To dentuty the beginning ol each address, the wrapper can
start from the first token of the parent and repeatedly apply the start rule

Skip Fol=hi=) 1o the content of the hist. BEach soccessive wdentulication ol

the begimming ol an address starts {rom where the previous one ends.
Simlarly . o idenuly the end ol each address, 1t starts [rom the last to-
ken of its parent and repeatedly apply the end rule SkipTo{=/11=).

COnee each address record 15 identified or extracted. we can extract the area
code ot Due to varniattons i the format ol area codes (some are in iahe
and some are not). we need o use disjunctions. In this case, the disjunctuve
start and the end rules are respectively RS and Ré6:

R5: either SkipTof () R6:  either Skiplol ))
or Skiplo(-<1=) or Skiplo(</=)

In a disjunctive rule, the disjuncts are applied sequentially untl a disjunct
can idenuly the targetl node.

34



Learning extraction rules

e Stalker uses sequential covering to learn
extraction rules for each target item.

— In each iteration, it learns a perfect rule that
covers as many positive examples as possible
without covering any negative example.

— Once a positive example is covered by a rule, it is
removed.

— The algorithm ends when all the positive examples
are covered. The result is an ordered list of all
learned rules.



Example: Extract area codes

205 Willow, <1=Glen</1=, Phone 1-<1=0753</1=-366-1987

23 Oak, <1=Forest=/1>, Phone (800 234- 79003

324 Halsted St <r>Chicago=1>, Phong 1-<1=800</1>-5496-302
T00 Lake St <1=0ak Park</1=, Phone; (708 798-U008

Ll bed —

: '- =

Fig, 9. Trammg examples: four addresses with labeled area codes

36



Example

For the example E2 of Fig. 9, the following
candidate disjuncts are generated:

D1:SkipTo( ()
D2:SkipTo(_Punctuation )

D1 is selected by BestDisjunct
D1 is a perfect disjunct.

The first iteration of LearnRule() ends. E2 and
E4 are removed



The next iteration of LearnRule

The next iteration of LearnRule() is left with E1
and E3.

LearnDisjunct() will select E1 as the Seed Two
candidates are then generated:

D3:  SkipTo( <i>)
D4:  SkipTo( _HtmlTag )

Both these two candidates match early in the
uncovered examples, E1 and E3. Thus, they
cannot uniquely locate the positive items.

Refinement is needed.




Refinement

To specialize a disjunct by adding more
terminals to it.

A terminal means a token or one of its
matching wildcards.

We hope the refined version will be able to
uniquely identify the positive items in some
examples without matching any negative item
in any example in E.

Two types of refinement
— Landmark refinement
— Topology refinement



Landmark refinement

e Landmark refinement: Increase the size of a
landmark by concatenating a terminal.
—E.g,,

D5: SkipTo( - <i>)
D6: SkipTo( _Punctuation <i>)



Topology refinement

 Topology refinement: Increase the number of landmarks
by adding 1-terminal landmarks, i.e., t and its matching
wildcards

D7: SkipTo(203) SkipTo(<i: } D13: SkipTo( Numeric ) SkipTo(<i=)
8 ‘m[ luq ’H“U‘-.'n}"&l-.l[ lo(<i=)  D16: Skiplol Alphabetic ) Skiplo(<i=)
DY: SkipTo(.) SkipTo(<i ] DI7: SkipTol Punctuation ]HL]}}Iu{ 1)
D10: ‘nnluq (e }%Lu o< DI8: SkipTo( HimlTag ) SkiplTof{<i> ]
D11: SkipTo(Glen) Skip |I'.1 D19: Skiplo( Capitalized ) SkipTo(=
D12: SkipTo(1) SkipTo(<i: } D20: SkipTof Hsmcrhm: }“*iLi u[*"i-ii"-*}
I)H:qu 1lof- }Hlxnlu[ = D21: SkipTo(</i=) SkipTo(<i>

D14: SkipTo(Phone) Skip u[*‘-"ii-i'*}



Refining, specializing

Procedure Refine( D). Seed)

— lud Id =

'_.:Irl

§

8

Fig. 12.

1) 15 a consecutive landmarks (fp. G, ... L);
lopologyRefs < LandmarkRefs < &
fori=1tondo ! g or £ below mav be null
for ¢ fo l: ty be n Seed do

LandmarkRefs « f,r:m.:f'n.rr:ﬁ'ﬁ;frfajf.% v '{rﬁ i toldi o L)Y
g oo b xd 0 | xois a wildeard that matches 1)
L :Ulﬂ J'I I. J'Il.|| ..“.I'[”]F \

g oo ixs L. o 0) | v is a wildeard that matches ¢
fore ken ¢ between [ aml [ before the target item in Seed do
LoplogvRefs « TopologyRefs o {(lo. . Lt l. 1)) o

g oo B xc e oo L)y | xis a wildeard that matehes ¢
return TopologyvRefs o LandmarkRefs

This function refines a disjunct to generate more specialized candidates
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The final solution
We can see that D5, D10, D12, D13, D14, D15, D18 and

D21 match correctly with E1 and E3 and fail to match on
E2 and E4.

Using BestDisjunct in Fig. 13, D5 is selected as the final
solution as it has longest last [andmark (- <i>).

D5 is then returned by LearnDisjunct().

Since all the examples are covered, LearnRule() returns
the disjunctive (start) rule either D1 or D5

R7: either SkipTo( ()
or SkipTo(- <i>)



Identifying Informative Examples

Wrapper learning needs manual labeling of training
examples.

To ensure accurate learning, a large number of training
examples are needed.

Manual labeling labor intensive and time consuming.
s it possible to automatically select (unlabelled)
examples that are informative for the user to label.

— Clearly, examples of the same formatting are of limited use.

— Examples that represent exceptions are informative as they are
different from already labeled examples.



Active learning

* help identify informative unlabeled examples in learning
automatically.

- Randomly select a small subset L ol unlabeled examples from {7
~Manually label the examples in L,and = 07— L
CLearn a wrapper W based on the labeled set L.

4 Applv B o U hind a set ol mformative examples L.

ad d =

SoStopal L= &) otherwise go o step 2.



Active learning: co-testing

* Co-testing exploits the fact that there are often
multiple ways of extracting the same item.

 The system can learn different rules, forward and
backward rules, to locate the same item.

— forward rules

e consume tokens from the beginning of the
example to the end.

— backward rules

e consume tokens from the end of the example
to the beginning.



Co-testing (cont ...)

e Given an unlabeled example, both the forward rule and
backward rule are applied.

e If the two rules disagree on the beginning of a target

item in the example, this example is given to the user to
label.

* Intuition: When the two rules agree, the extraction is
very likely to be correct.

— When the two rules do not agree on the example, one of them
must be wrong.

— By giving the user the example to label, we obtain an
informative training example.



Wrapper maintenance

Wrapper verification: If the site changes, does the
wrapper know the change?

Wrapper repair: If the change is correctly detected,
how to automatically repair the wrapper?

One way to deal with both problems is to learn the
characteristic patterns of the target items.

These patterns are then used to monitor the extraction
to check whether the extracted items are correct.



Wrapper maintenance (cont ...)

Re-labeling: If they are incorrect, the same patterns can
be used to locate the correct items assuming that the
page changes are minor formatting changes.

Re-learning: re-learning produces a new wrappet.

Difficult problems: These two tasks are extremely
difficult because it often needs contextual and semantic
information to detect changes and to find the new
locations of the target items.

Wrapper maintenance is still an active research area.



Automatic wrapper generation

 Two main shortcomings of Wrapper induction
(supervised):
— It is unsuitable for a large number of sites due to
the manual labeling effort.

— Wrapper maintenance is very costly. The Web is a
dynamic environment. Sites change constantly.
Since rules learnt by wrapper induction systems
mainly use formatting tags, if a site changes its
formatting templates, existing extraction rules for
the site become invalid.



Unsupervised learning is possible

 Automatic extraction is possible because data
records (tuple instances) in a Web site are

usually encoded using a very small number of
fixed templates.

e |tis possible to find these templates by mining
repeated patterns.



Templates as regular expressions

 Aregular expression can be naturally used to
model the HTML encoded version of a nested

type.
e Given an alphabet of symbols 2 and a special
token "#text" thatis not in 2,

— a regular expression over 2 is a string over 2 U
{#text, *, ?, |, (, )} defined as follows:



Regular expressions

e The empty string € and all elements of 2'U {#text} are
regular expressions.

e |fAand B are regular expressions, then AB, (A/B) and

(A)’ are regular expressions, where (A/B) stands for A
or B and (A)” stands for (A/g).

e IfAisaregular expression, (A)* is a regular expression,
where (A)* stands fore or Aor AA or ...

We also use (A)+ as a shortcut for A(A)*, which can be used
to model the set type of a list of tuples. (A)° indicates
that A is optional. (A/B) represents a disjunction.



Regular expressions and

extraction
* Regular expressions are often employed to

represent templates (or encoding functions).

e However, templates can also be represented
as string or tree patterns as we will see later.

e Extraction:

— Given a regular expression, a nondeterministic
finite-state automaton can be constructed and
employed to match its occurrences in string
sequences representing Web pages.

— In the process, data items can be extracted, which
are text strings represented by #text.



Some useful algorithms

 The key is to finding the encoding template
from a collection of encoded instances of the
same type.

* A natural way to do this is to detect repeated
patterns from HTML encoding strings.

e String edit distance and tree edit distance are
obvious techniques for the task.



String edit distance

e String edit distance (Levenshtein distance):

— The most widely used string comparison
technique.

 The edit distance of two strings, s1 and s2, is
defined as the minimum number of point
mutations required to change sl into s2,
where a point mutation is one of:
— (1) change a letter,
— (2) insert a letter, and
— (3) delete a letter.



An Example of

Levenshtein distance

e The Levenshtein distance between
"kitten" and
"sitting”
IS 3,
since the following three edits change one
into the other, and there is no way to do it
with fewer than three edits:
— kitten = sitten (substitution of "s" for "k")
— sitten — sittin (substitution of "i" for "e")

— sittin - sitting (insertion of "g" at the end).



String edit distance (definition)

Assume we are given two strings sy and s2. The following recurrence re-
lations define the edit distance, d(sy, 52). of two strings s, and s-:

die, 6) =10 /| & represents an empty string

dis.e) =dle,s)=1|s|  //]s|1s the length of string s

d(sitehy, sytehy) = min(d(sy, so) + r(chy, chy). ds;tehy, s9) + 1.
d(sy, sytehs) +1)

where ¢/ and ch, are the last characters of s, and s, respectively, and
rehy, chy) = 01fchy = chy: r(ehy, chy) = 1, otherwise.
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An example

Example 1: We want to compute the edit distance and find the alignment
of the following two strings:

s K GY XY X Y X
2. A Y X Y X Y T X

The edit distance matrix and
back trace path

st X [6 [y X |y [x |y |X

alignment | 0w 1[2]3]4]5]6]7]8
o xeyxyxy x |XLloeiw2l3[a]s 6|7
o X - YXYXYTX et 1112 5191510
X|3f2]2]2[142]3]4]5
Yl4a]3lsfe]al1d2]3]4
X|6]4alaf3]2]2][1y2]3
vi6|s5|s]4a]3]2]2] 142
T|7f6]6]5[4]3]3]2w2

X[8]7 |7 |6 ]5 |4 [3]3 ]2




Tree Edit Distance

 Tree edit distance between two trees A and B
(labeled ordered rooted trees) is the cost
associated with the minimum set of
operations needed to transform A into B.

 The set of operations used to define tree edit
distance includes three operations:

— node removal,

— node insertion, and

— node replacement.

A cost is assigned to each of the operations.



Definition

et X be a tree and let A]¢] be the ith node of tree Y in a preorder walk of

the tree. A mapping M between a tree 1 of size ny and a tree 5 of size #5158
a set of ordered pairs (¢, 7). one from each tree. satisfving the following
conditions for all (¢, 7). (g, j2) = AL

(1) h=i2iff L1 = ]2
(2) Ala] 15 on the left of Afiz] iff Bl 15 on the left B]2]:
(3) Ala] 15 an ancestor of Aiz] ff £]71] 15 an ancestor of £ 72].

Intuitively. the definition requires that each node appears no more than
once 1in a mapping and the order among siblings and the hierarchical rela-
tion among nodes are both preserved. Fig. 16 shows a mapping example.
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Multiple alighment

e Pairwise alignment is not sufficient because a
web page usually contain more than one data

records.
 We need multiple alignment.
 Two techniques

— Center Star method
— Partial tree alignment.



Building DOM trees

e DOM (Document Object Model) tree (tag tree)
building from HTML pages is a necessary step for
data extraction.

e Using Tags Alone

— Most HTML tags work in pairs. Within each
corresponding tag-pair, there can be other pairs of
tags, resulting in a nested structure.

— Building a DOM tree from a page using its HTML
code is thus natural.

* Inthe tree, each pair of tags is a node, and the
nested tags within it are the children of the node.



Two steps to build a tree

e HTML code cleaning:

— Some tags do not require closing tags
(e.g., <li>, <hr>and <p>) although they have closing tags.

— Additional closing tags need to be inserted to ensure all
tags are balanced.

— lll-formatted tags need to be fixed. One popular program is
called Tidy, which can be downloaded from
http://tidy.sourceforge.net/.

* Tree building:

— simply follow the nested blocks of the HTML tags in the
page to build the DOM tree. It is straightforward.


http://tidy.sourceforge.net/�

Building Tree
Using Tags & Visual cues

Correcting errors in HTML can be hard.

There are also dynamically generated pages
with scripts.

Visual information comes to the rescue.

As long as a browser can render a page correct,
a tree can be built correctly.

— Each HTML element is rendered as a rectangle.
— Containments of rectangles representing nesting.



An example

left right top bottom
| <table> 100 300 200 400
2 < 100 300 200 300
3 <td=...<Ad= 1100 200 200 300
4 <td=...<d= 200 300 200 300
5 <t
h <l 100 300 300 400 )k
7 <td=.c<nd= 1100 2000 300 400 n r
8 <td=..<d= [200 0 300 300 400 /\ /\
Y <= td td td td

[0 </table=

Fig. 23. A HI'ML code segment. boundary coordinates and the resulting tree
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Extraction Given a List Page:
Flat Data Records

* Given a single list page with multiple data
records,

— Automatically segment data records
— Extract data from data records.

e Since the data records are flat (no nested
lists), string similarity or tree matching can be
used to find similar structures.

— Computation is a problem

— A data record can start anywhere and end
anywhere
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Two important observations

 Observation 1: A group of data records that
contains descriptions of a set of similar
objects are typically presented in a contiguous
region of a page and are formatted using
similar HTML tags. Such a region is called a
data region.

e Observation 2: A set of data records are
formed by some child sub-trees of the same
parent node.
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An example

Apple iBook Notebook M8600LL /A ( 600-MHz
PowerPC G3, 128 MB RAM, 20 GB hard drive)

Buy new: $1,194.00
Usually ships in 1 to 2 days

Best use: (what's Business: Portability: B ETESHDP b Entertainment:
thig?} -T-T. Talal [-T-T-T.7-1 Epﬁa:aern_er‘l ' -T-T- Tula

600 MHz PowerPC G3, 128 MB SRAM, 20 GB Hard Disk, 24x CD-ROM, AirPort ready,
and Mac 0OS ¥, Mac 05 ¥,Mac 05 9.2,Quick Time,iPhoto,iTunes 2,iMovie
2, AppleWorks,Microsoft IE

Apple Powerbook Notebook M8591LL /A
(667-MHz PowerPC G4, 256 MB RAM, 30 GB
hard drive)

Buy new: $2,399,99

Portability: Desktop Replacement: Entertainment:

Best use: (what's this?)y " "o 0 R i e

667 MHz PowerPC G4, 256 MB SDRAM, 30 GB Ultra ATA Hard Disk, 24 {read), 8x
{write) CO-RW, 8x; included via combo drive DYD-ROM, and Mac OS X, QuickTime,
iMowie 2, iITunes{g), Microsoft Internet Explorer, Microsoft Outlook Express, ...
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The DOM tree

LML

e

TR TR I TKrR
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The Approach
Given a page, three steps:
e Building the HTML Tag Tree

— Erroneous tags, unbalanced tags, etc
* Mining Data Regions
— Spring matching or tree matching

e |dentifying Data Records

Rendering (or visual) information is very useful
in the whole process
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Extract Data from Data Records

e Once a list of data records is identified, we can
align and extract data items from them.

* Approaches (align multiple data records):

— Multiple string alignment

 Many ambiguities due to pervasive use of table related
tags.

— Multiple tree alignment (partial tree alignment)

e Together with visual information is effective



Generating extraction patterns and
data extraction

 Once data records in each data region are
discovered, we align them to produce an
extraction pattern that can be used to extract
data from the current page and also other
pages that use the same encoding template.

e Partial tree alighment algorithm is just for the
purpose.

e Visual information can help in various ways



Extraction Given a List Page:
Nested Data Records

e The most general case

— Nested data records

* Problem with the previous method

— not suitable for nested data records, i.e., data
records containing nested lists.

— Since the number of elements in the list of each
data record can be different, using a fixed
threshold to determine the similarity of data
records will not work.



Solution idea

e The problem, however, can be dealt with as follows.

— Instead of traversing the DOM tree top down, we can traverse it
post-order.

— This ensures that nested lists at lower levels are found first
based on repeated patterns before going to higher levels.

— When a nested list is found, its records are collapsed to produce
a single template.

— This template replaces the list of nested data records.

e When comparisons are made at a higher level, the
algorithm only sees the template. Thus it is treated as a
flat data record.



A wrapper generation example

- Wrapper (initially Page 1):

- Sample (Page 2):

01:  <HTML» parstig 01:  <HTML>»
02: Books of: l 02: Books of:
03 <Bx» 03: <B>
0 - Iohn Smith string mismatch (#PCOATA] (- Fanl Jonesz
05:  </B» t 05:  </B>
06 : I tag mismalch (7)) Que— () <IMG sro=.../ >
' . 07:  <UL>
o7 : <LI=> 03: <LI=>
Og-10: cI»Title:</I>» ¥ 09-11 <I»Title:</I>
11: DE Primer string mismatch (FPCDATAY 12 EML at Work
12: </LI>» 13: </LI»
13: <LI> 14 <LI>" T T T HE!
14-16:  <I>Title:</I> r 11517 <I>Title:</I> |
17: Comp. 8ys, string mismatch (#PCDATA) 118: HTML Scripts !
18: </LI> 19: </LI> !
| 19+ <L tag mismatch (+) % 1
20 </HTML > 21-23: <I>Title:</I>
terminal tag search and 94 - Javascript
aguare matching — <fLI=
- Wrapper after solving mismatcles: 26:  </UL>
27:  </HTML>

<HTML>Books of :<B>#PCDATA</B>

i «IMG src=.../» )7

<IL»

( <LI><I>Title:</I>#PCDATA</LI>

< L=< /HTHML>
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Summary

Wrapper induction
 Advantages:

— Only the target data are extracted as the user can label
only data items that he/she is interested in.

— Due to manual labeling, there is no integration issue for
data extracted from multiple sites as the problem is solved
by the user.

e Disadvantages:

— It is not scalable to a large number of sites due to
significant manual efforts. Even finding the pages to label
is non-trivial.

— Wrapper maintenance (verification and repair) is very
costly if the sites change frequently.



Summary (cont ...)

Automatic extraction
 Advantages:

— |t is scalable to a huge number of sites due to the
automatic process.

— There is little maintenance cost.
e Disadvantages:

— It may extract a large amount of unwanted data because
the system does not know what is interesting to the user.
Domain heuristics or manual filtering may be needed to
remove unwanted data.

— Extracted data from multiple sites need integration, i.e.,
their schemas need to be matched.



Summary (cont...)

* |nterms of extraction accuracy, it is reasonable to
assume that wrapper induction is more accurate than
automatic extraction. However, there is no reported

comparison.

e Applications
— Wrapper induction should be used in applications in which the
number of sites to be extracted and the number of templates in
these sites are not large.
— Automatic extraction is more suitable for large scale extraction
tasks which do not require accurate labeling or integration.
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