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Al for
Environmental,
Social, and

Governance
(AI4ESG)



Al for

Social Good
(Al4SG)



Sustainability
SDGs

CSR

ESG




Sustainable Development Goals (SDGs)

NO ZERO GOOD HEALTH QUALITY GENDER CLEAN WATER
POVERTY HUNGER AND WELL-BEING EDUCATION EQUALITY AND SANITATION

Tdil &

DECENT WORK AND INDUSTRY, INNOVATION 1 REDUCED 1 SUSTAINABLE CITIES 12 RESPONSIBLE
ECONOMIC GROWTH AND INFRASTRUCTURE INEQUALITIES AND COMMUNITIES CONSUMPTION

AND PRODUCTION
/s/i - E

1 CLIMATE 1 LIFE 15 LIFE 1 6 PEACE, JUSTICE 1 PARTNERSHIPS
ACTION BELOW WATER ON LAND AND STRONG FOR THE GOALS
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Source: https://sdgs.un.org/goals


https://sdgs.un.org/goals

Sustainable Development Goals (SDGs) and 5P

Partnership
Peace
Prosperity
People

Planet

Source: Folke, Carl, Reinette Biggs, Albert V. Norstrom, Belinda Reyers, and Johan Rockstrom. "Social-ecological resilience and biosphere-based sustainability science.”Ecology and Society 21, no. 3 (2016).
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Evolution of Sustainable Finance Research

SDGs: SDGs

SUSta i na ble Develo pment Goa IS Innovative Financial Instrurr.\ent
Impact Investing

ESG: Environmental, Social, and Governance
CSR: Corporate Social Responsibility
Conscious Capitalism
Climate Financing
Carbon Financing
Green Financing
Ethical Investing
Socially Respcl)nsible Investing

1986

1995 2005 2015 2020
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Generative Al
Gen Al




Generative Al (Gen Al)

Al Generated Content (AIGC)
Image Generation

Instruction 1: Instruction 2:

An astronaut riding a Teddy bears working on
horse in a photorealistic new Al research on the
style. moon in the 1980s.

| |

[ @ 0openAI DALLE2




Generative Al (Gen Al)
Al Generated Content (AIGC)

Unimodal
( Data J
i Pre-train .
\/ \ Once upon a time,
Please write a Prompt . Decode there was a cat
Jessy....
Multimodal
D.escribe this ( Instruction I, [ Data J Result R, ] This is a cat.
v picture. %o I
% i Pre-train -
Draw a picture . . Prompt _ ,[
of a cat. (Unstruction I, } Generative Al Models Ll
|\
Q@&Q 4

write a song ( Instruction I, Result R, ) '|II||'|'

about a cat.
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The history of Generative Al

Unimodal- CV & NLP

in CV, NLP and VL

CV cv
LE BiGAN
VAE RevNet
Flow ENNG NLP
I I
ELMO
NLP NLP I NLP I =
N-Gram LSTM/GRU | Transformer : GPT-2
| | : i |
| | I
ot+o—o0—b—1F00—90 |
2014I 2016 | 2018
I I |
I I |
Show-Tell ) StyleNet CAVP
StackGAN DMGAN
VL VQ-VAE
VL
VL

Multimodal - Vision Language

Cv

StyleGAN
BigBiGAN

Visual BERT
VILBERT
UNITER

VL

CvV
DDPM
ViT
NLP MoCo
GPT-3 NLP
OPT |
BART I Sparrow
I [
I I I
I
I
I
DALL-E
BLIP2
DALL-E 2
VL
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#Parameters

1T

100B

10B

1B

100M

9x

Tx

5x

3x

1x

Generative Al
Foundation Models

t Training Speed (based on V100 16G)

Switch
@)
GPT-3
@)
T5 DALL-E
O Megatron O
O
GPT-2
@)
ROXEﬂ? I5‘BERIT3ART
ERNIE O O CLIP
O O

PaLM

O BLOOM ChatGPT
O O

pp— DALBH?%H
O O

2018

2019 RTX RTX

2020 A100 A100 2021 H100
3090 4090 40G 80G 80G Gen5

2022 H100 2023
80G SXM5

>
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Categories of Vision Generative Models

Real Data N
Space AN Real
Discriminator
D(x) NEqk
Generator 2| A s
Z > G(2) P X
(1) Generative adversarial networks
Flow Inverse
X > Z —> _ o
f(x) (2

(3) Normalizing flows

o Encoder = Decoder
qq (z|x) pe(x|2)

(2) Variational autoencoders

Forward: q(x;|x;-1)

"
> > > B> > >
Xo X1 © X1 X z
oo ¢ <o & < &
S

Reverse: p(x¢—1|x¢)

(4) Diffusion models
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The General Structure of
Generative Vision Language

-----------------

Encoder-
Decoder

— [ Encoder J—’ :_

> ‘ VL Pre-trained
To-text 3 Encoders

“Generate a [ VL Pre-trained

To-image cartoon cat.” Encoders

Representation

Representation

 —

Representation

—_—

—|

— [ Decoder ] —

Transformer
Decoders

Vision Decoders
(GANS, Diffusions)

J_,

Output

[0\,
$

J — “This 1s a cat.”

P
33
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Two Types of Vision Language Encoders:
Concatenated Encoders and Cross-alighed Encoders

Objective 1 e ObjeCtiVC 2  umses Cross
T T Output Text Output Image Output

r f t f 1 1 1 P

Transformer Self-Attention Encoder Cross-Modal Cross-Modal
Transformer Transformer
[CLS] This 1S a [MASK] . [SEP] [IMG]
T t Text Encoder Image Encoder
s g 5 Feature
This is a cat. ﬂ—‘[ Ertacior ] T T
“This is a cat.”

(a) Concatenated Encoder (b) Cross-aligned Encoder
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Two Types of to-language Decoder Models:
Jointly-trained Models and Frozen Models

Prompt

“This 1s a cat with “What is this?” — Embedd"’]g —_— LLMs

black background.”
Pre-train T

“This is a cat.” — Embedding

— Pre- tramed ‘_, Decoder & : [ Image Encoder This is a cat with §
Encoder | : black background.

(a) Jointly-trained Models (b) Frozen Models
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Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
L $
o % o % DM BI @,
S RO O, & R
% S, . S % . 2 S
G 2, % SN NN el G
¢ ‘e /O ® @ O /O ‘e ACS o ’0: @ ‘e o ‘. @
. P @) O /N W O et N RO (N
Dl S (N o D T O O
S, g '9% % % % %q’ ox. 0’5"%& N Oy
/- /O IO . . é K S @ ., “. . "0 @ .
% S o {; O (//) /) o, 0, % L NS o e S/ o
(NS 7 0, S s RTINS 0, Ty e, 7
A S o, . 0 0 O BN TS
%, CS S A R S0, T . TS DSt N, e e
On Lo O %0, 7% NS> oo Q0 C g N T, DO
NN &) . Y U s, TS e S NG, Y Y
/’é. Q Q /’é. 7, (/@ ) Q O 7, T, e, e .Pé“.é .//é
% D0 D e Yy % %, o AN AN AR
© v & v o o é‘z.:gggu,@ TR I SIS
—_ — 3>»>—19705s —>»—1980s >——1990s ——>»— 2000s ——>»— 20105 — — >
Decision Support Systems » Enterprise/Executive IS Business Intelligence Big Data --:

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Al, ML, DL

4 Artificial Intelligence (Al) A
6 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
\ GAN )

Semi-supervised l Reinforcement

§ Learning Learning ) )




Al, ML, NN, DL

~
ARTIFICIAL INTELLIGENCE (Al)
~
MACHINE LEARNING (ML)
Human
Input featue:'e Automa-ted Output
extraction processing

)
Qo £
g = £ R
£ o ARTIFICIAL NEURAL NETWORK (NN)
© -
Q
; ;é; NATURAL LANGUAGE
% § DEEP LEARNING (DL) PROCESSING (NLP)
g S
A = )

2 | | Aormted esturessiacion | | oyt

COMPUTER VISION (CV)
J J




Al and Big Data Analytics (BDA

The third generation BDA
o Brain-like intelligence model
Interpretable algorithms

Combining symbolism and
connectionism

Knowledge and big data

The second generation BDA

e High-quality big data

e Machine learning model

The first generation BDA : .
; ) e Deep learning algorithms
e Disordered internet data

o Simple statistic
algorithms

* |

2 2009:

) ImageNet:A Large-scale
--=°-° 4 Image Database

2} |

g 1950 1975:1" Genetic | 1997: il

i i 1975:1* Genetic 1987:F : Deep Belief

3 Test-can - Algorithm | jogiobased | Hybrid Al Net
b= Machine Think Al System :

= 1951: 1 A .

< . ‘ 1998: Since 2002:
- 15t Neuron I8 ANIN 1982:Hopfield  Gradient-based DNA

5] Computer Learning e ent- . :
g 1943 I [ ‘ — o

= z

5 i, ‘ 1986:

= Binary:ANN | g :

£ S 1976:MYCIN | B

= | ’ and start of DAT

= . |

bt I Learning

g | i

g - _ | AI Winter Al becomes a science |
2 I 1 ;
o 1950 1960 1970 1980 1990 2000 2010 Time

Source: Wang, Junliang, Chugiao Xu, Jie Zhang, and Ray Zhong (2022). "Big data analytics for intelligent manufacturing systems: A review." Journal of Manufacturing Systems 62 (2022): 738-752.
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Metaverse Development

Birth of the
Internet

Digital “ |/ sEconp Creative 9 Blockchain
ReHORon Twins L") LIFE grame technology

Bl —) @ &

@

@ Term "metaverse"

®
#xn  Online virtual @
in Snow Crash B-Money .- world Bitcoin @r\%;@
R.ILIX
VR in novel @ Ready
player one
NFT - non- 15 ‘
fungible token
Oculus - VR
hardware
Meta Platform Virtual game with Decentralized g na
(formerly known training and Autonomous o "f D alaid ‘
as Facebook) trading creatures m Organization ecentralan

Microsoft h Multiplayer game DA Pok GO Ethereum
m Mesh ‘a and social hub e @ network
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Al and Blockchain
Key Enabling Technologies of the Metaverse

N—A» D Real-time sensory data
¥ ~——4 from different devices 8 =8
RAS
8=8
loT

Historical data, sensory

- ;' data, and models

User input, real-time and
historical data

&

Multiple data sources
. g8 "M &

Bi

Speech, eye tracking,
® gesture, VR/AR

Digital Twins

Immearuable
range of tasks .

Categorized data ’

Immersive
experience

(&)

Security

o

Traceability

> B3

' /I E Immutability
:I 0%¢c
0(;@00

(o]
Decentralized

- &

Metaverse

) 2
lockchain

’ \=
' 8:0
Smart contract
e

2 ‘A
Consensus
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Primary Technical Aspects in the Metaverse

Al with ML algorithms and DL architectures
is advancing the user experience in the virtual world

Brain-computer interface
Invasive and non-invasive signals
Mental state analysis

Neural

Interface sl

Data-driven modeling
Physical-digital view integration
Analysis-monitoring-prediction-simulation

Metaverse's
Techniques

Ultra-reliable and low-latency communications Networking

Multi-access edge computing
Intelligent spectrum utilization

Language modeling

Word prediction
Text-to-speech processing
Semantic labeling

Object detection and segmentation
Image restoration and enhancement
Pose estimation and action recognition

Virtual reality
Augmented reality
Mixed reality

Data collection and sharing

. Data storage and management
- Data security and privacy
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Al for the Metaverse in the Application Aspects

healthcare, manufacturing, smart cities, gaming
E-commerce, human resources, real estate, and DeFi

E-commerce

Development of virtual stores

Shopping experience improvement
Personalizing customer experience

Shopping behavior analysis and understanding

Physical activity recognition

Sensor-based fall detection

Lesion segmentation in breast image
Non-rigid heart motion estimation

Living assistance and risk awareness
Virtual health centers and hospital
Treatment planning and educative training

Shortening product lifecycle

Machine condition supervision

Fault detection and diagnosis

Production line optimization
Manufacturing scalability and compatibility
Make-to-order manufacturing enterprise
virtual entities for operating transparency

DefFi Human Resource

Virtual job fairs

Immersive recruitment experience

Revolution of working style and workplace
Virtual meeting platform supporting metaverse

Cryptocurrency-based financial platform
Leaning, borrowing, farming, and staking
Decentralized exchange and application
Trading products and NFT using crypto

Metaverse's |
Applications

Console, mobile, and PC gaming platforms
Al-assisted game store telling

Procedural content creation

Tactical planning for Al agent

Immersive gamming experience evaluation
Al-aided gaming developing optimization
Realistic player-NPC interaction

Intelligent transport system

Smart community portal

Video-based surveillance system
Collaborative home appliances control
Smart environmental trackind and awareness
Sustainable green agriculture

Virtual replication in metaverse ecosystem

Real Estate

virtual land investment in the metaverse

Land and house for trading

NFT-associated real estate in virtual worlds

Cost-efficient marketing channel for real estate companies
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Web3: Decentralized Web
Internet Evolution

Web 1.0

1900s—-2000

Static read-only
web pages

a, T P
O—>Q<—O
of ! o
msnY’

A . &,
=
1990

Web 2.0 Web 3.0

2000s—-2020s 2020s-?
Information-centric User-centric,
and interactive decentralized, private,
and secure
NETFLIX
00 C e
Meta c L , CONSENSYS
-’-f:.'aﬁ azon b
1y wc!g'servi?es @ rave
2000 2020
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Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“.. the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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4 Approaches of Al

3.
2. . .
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
* Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Can machines think?

* Alan Turing rejected the question “Can machines think?”
and replaced it with a behavioral test.

e Alan Turing anticipated many objections to the possibility
of thinking machines.

* Concentrate on their systems’ performance on practical
tasks

* rather than the ability to imitate humans.

* Consciousness remains a mystery.
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ChatGPT

Large Language Models
(LLM)
Foundation Models



Large Language Models (LLM)
(GPT-3, ChatGPT, PaLM, BLOOM, OPT-175B, LLaMA)

Luminous

200B

OPT-175B
PaLM BB3

PaLM-Coder 1758

Minerva
540B

ChatGPT

175B

4> Parameters

. Al lab/group

Available { }
' Flamingo
O Closed ] S0B

Beeswarm/bubble plot, sizes linear to scale. Selected highlights only. Alan D. Thompson. October 2022. https://lifearchitect.ai
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ULMFit

Transformer

The Transformers Timeline

GPT

BERT RoBERTaXLM-R DeBERTa GPT-Neo

GPT-2

DistrilBERT

GPT-3

TS5

PaLM ChatGPT
GPT-J 70PT-175B LLaM

BLOOM Alpaca

I S E——— e e

2017

2018

2019

2020

2021

2022

2023
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT TS5
|

BART
|

M2M-100
I

ALBERT BigBird GPT-Neo

|
ELECTRA mTO

21 ANE

BLOOMZ

DeBERTa ChatGPT
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OpenAl ChatGPT

@OpenAI API RESEARCH BLOG ABOUT

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT
which interacts in a conversational way.
The dialogue format makes it possible for
ChatGPT to answer followup questions,
admit its mistakes, challenge incorrect
premises, and reject inappropriate
requests. ChatGPT is a sibling model to
InstructGPT, which is trained to follow an
instruction in a prompt and provide a
detailed response.

https://openai.com/blog/chatgpt/



https://openai.com/blog/chatgpt/

Conversational Al

to deliver contextual and personal experience to users

Automated Speech
Recognition
: 1 Sure, | need your
Hi, | need :0 | ID to check the
access a_wr ua » acCcess
meeting. DlalOg Natual L?nguage permission?
P Management _, Generation
s Forming Response  Offering response

Natual Language
Understanding J

; ; ; t ;

Machine Learning and Deep Neural Networks
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OpenAl ChatGPT
ChatGPT

This is a free research preview.

ﬁ Our goal is to get external feedback in order to improve
our systems and make them safer.

While we have safeguards in place, the system may

occasionally generate incorrect or misleading information

- and produce offensive or biased content. It is not
intended to give advice.

https://chat.openai.com/chat
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https://chat.openai.com/chat

OpenAl ChatGPT

ChatGPT

How we collect data

» Conversations may be reviewed by our Al trainers to
E&®  improve our systems.

ﬁ? Please don't share any sensitive information in your
conversations.

https://chat.openai.com/chat
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https://chat.openai.com/chat

OpenAl ChatGPT

Examples

"Explain quantum computing in
simple terms" >

"Got any creative ideas for a 10
year old's birthday?" -

"How do | make an HTTP
request in Javascript?" -

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

&

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

\ T 4

Free Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feedback will help us
improve our systems and make them safer.

https://chat.openai.com/chat



https://chat.openai.com/chat

OpenAl ChatGPT

What is the future of Al?

It is difficult to predict the exact future of Al, but many experts believe that it will continue
to play an increasingly important role in our lives. Some potential future developments in
the field of Al include:

* Improved natural language processing, allowing Al systems to better understand and
respond to human speech and writing.

* Enhanced ability to learn and adapt, allowing Al systems to become more autonomous
and capable of handling a wider range of tasks.

* Greater integration with the internet of things (loT), allowing Al systems to control and
interact with a wide range of connected devices in the home and workplace.

* Continued advances in machine learning, allowing Al systems to make more accurate
predictions and decisions based on data.

* Increased use of Al in healthcare, transportation, and other industries, leading to more
efficient and effective processes and services.

* Continued development of ethical and regulatory frameworks to ensure that Al is

developed and used responsibly.

Ultimately, the future of Al will depend on how it is developed and used by individuals,

organizations, and society as a whole.

https://chat.openai.com/chat
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https://chat.openai.com/chat

base (May/2020)

GPT-3 Small 125M
GPT-3 Large 760M
GPT-3 2.7B

o
®
® crr3is

GPT-3 Medium 350M

ada

PY GPT-3XL1.3B
babbage

. GPT-36.7B
curie

‘ GPT-3175B
davinci
special (Dec/2021)

. WebGPT

Key

Model name / Parameters / (Instruction type)

APl name [] Openvia API
[ Research only
1 Popular

ChatGPT and GPT-3 Family
(GPT-3, InstructGPT, GPT-3.5, ChatGPT)

embeddings (Jan/2022)

° text-embedding-ada-002

» text similarity
text-similarity-ada-001
text-similarity-babbage-001
text-similarity-curie-001
text-similarity-davinci-001

» text search
text-search-ada-doc-001
text-search-ada-query-001
text-search-babbage-doc-001
text-search-babbage-query-001
text-search-curie-doc-001
text-search-curie-query-001
text-search-davinci-doc-001
text-search-davinci-query-001
» code search
code-search-ada-code-001

code-search-ada-text-001

code-search-babbage-code-001
code-search-babbage-text-001

instruct (old)

‘ curie-instruct-beta 6.7B
InstructGPT-3 175B (SFT)
davinci-instruct-beta

° text-ada-001 350M

o text-babbage-001 1.3B (FeedME)
@ text-curie-001 6.7B (FeedME)

. text-davinci-001 175B (FeedME)

code (Jul/2021)
Codex 12B
‘ code-cushman-001

Codex 175B
code-davinci-001

pretrain + cpt (Mar/2022)

@® GPT-31.3B pretrain
o GPT-3 2.7B pretrain
@ GPT-36.7B pretrain
®  GPT-3 unsupervised cpt-text 1.2B

https://lifearchitect.ai/gpt-3/

insert + edit (Mar/2022)

‘ text-davinci-insert-001
‘ text-davinci-insert-002
‘ text-davinci-edit-001
‘ code-davinci-edit-001

GPT-3.5 (2022-2023)

Codex 175B (no instruct)
code-davinci-002

text-davinci-002 175B
(FeedME)
text-davinci-003 175B
(PPO)

ChatGPT 175B (PPO)
text-chat-davinci-002-20221122

Microsoft Bing Chat 175B
(Proprietary, related to WebGPT)

» Miscellaneous API
1. cushman:2020-05-03
2. ada:2020-05-03

3. babbage:2020-05-03
4. curie:2020-05-03

5. davinci:2020-05-03

6. if-curie-v2

7. if-davinci-v2

8. if-davinci:3.0.0
9. davinci-if:3.0.0

10.davinci-instruct-beta:2.0.0
(SFT)

11.text-ada:001
12.text-babbage:001
13.text-curie:001
14.text-davinci:001

15.audio-transcribe-deprecated

Total models shown in this viz
=62
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https://lifearchitect.ai/gpt-3/

OpenAl ChatGPT and Open LLM

GPT-4, LLaMA, Alpaca, Dolly, Cerebras-GPT,
GPT4AIl, Vicuna, ColossalChat, Koala, Phoenix

* OpenAl GPT-4

* Deepmind Chinchilla
* Meta OPT (LLaMA)

* Pythia

e Stanford Alpaca

* Databricks Dolly

* Cerebras-GPT

* GPT4AII

* Vicuna

e ColossalChat
e BAIR Koala

https://www.cerebras.net/blog/cerebras-gpt-a-family-of-open-compute-efficient-large-language-models/
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https://www.cerebras.net/blog/cerebras-gpt-a-family-of-open-compute-efficient-large-language-models/

Large Language Models (LMM)
Openness and Training Philosophy

. . Compute-
Model M_odel Udivhg M9d9| Checkpoints optimal License
architecture data weights £
training
OpenAl GPT-4  Closed  Closed No No Unknown Mo
available
Deepmind Not
Chinchilla Open B N0 e 185 available
Meta OPT Open Open Rl Yes No AEIE
Only commercial
Pythia Open Open Open Yes No Apache 2.0

Cerebras-GPT Open Open Open Yes Yes Apache 2.0

https://www.cerebras.net/blog/cerebras-gpt-a-family-of-open-compute-efficient-large-language-models/
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Phoenix: Democratizing ChatGPT across Languages

Open-source Claimed Post-trainin Release
Model Backbone  #paras P language instruction co%wersation date

model data data lang | data lang
ChatGPT unknown  unknown X X multi 11/30/22
Wenxin ’ unknown  unknown X X zh 03/16/23
ChatGLM *® GLM 6B v X en/zh 03/16/23
Tongyi ° unknown  unknown X X zh 04/07/23
Shangliang '° unknown  unknown X X zh 04/10/23
Alpaca [12] LLaMA 7B X v en 52K en X X 03/13/23
Dolly '! 2 GPT-] 6B v v en 52k en X X 03/24/23
BELLE [6] BLOOMZ 7B v v zh 1.5M ch X X 03/26/23
Guanaco LLaMA 7B v v | en/zh/ja/de | 534K3 44 X X 03/26/23
Chinese-alpaca [3] LLaMA 7/13B v v en/zh 2M/3M  en/zh | X X 03/28/23
LuoTuo [7] LLaMA 7B v v zh 52k cn X X 03/31/23
Vicuna [2] LLaMA 7/13B v v en X X 70K multi ®| 03/13/23
Koala " LLaMA  13B v v en 355K en 117K en 04/03/23
BAIZE [17] LLaMA 7/13/30B v v en X X 111.5K en 04/04/23
Phoenix BLOOMZ 7B v v multi 267K 40+ 189K 40+ 04/08/23
Latin Phoenix (Chimera) LLaMA 7B/13B v v Latin 267K 40+ 189K 40+ 04/08/23

https://github.com/FreedomIntelligence/LLMZoo
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Stanford Alpaca:
A Strong, Replicable Instruction-Following Model

N
@ Meta

LLaMA 7B
Text-davinci-003

5 Supervised
7 52K Finetuning Alpaca 7B
175 Self- Modified Self-instruct Instruction-following
Instruct Instruction Generation examples
seed tasks
Example seed task Example Generated task
Instruction: Brainstorm a list of Instruction: Brainstorm creative
possible New Year's resolutions. ideas for designing a conference ta l l O r
Output: Foom;
- Lose weight Output: A aC a
- Exercise more ... incorporating flexible
- Eat healthier components, such as moveable
walls and furniture ...

https://crfm.stanford.edu/2023/03/13/alpaca.html 53
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GPT4AII:
Training an Assistant-style Chatbot with Large
Scale Data Distillation from GPT-3.5-Turbo

* Demo, data and code to train an assistant-style large language
model with ~“800k GPT-3.5-Turbo Generations based on LLaMa
* Reproducibility
* Trained LoRa Weights:

 gptdall-lora (four full epochs of training):

* https://huggingface.co/nomic-ai/gpt4all-lora

https://github.com/nomic-ai/gpt4all
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GPT4AlIl-J

An Apache-2 Licensed Assistant-Style Chatbot

GPT4AIll-J (GPT4AIl v2) based on Open Source GPT-J model

Model BoolQ | PIQA | HellaSwag | WinoGrande | ARC-e | ARC-c | OBQA
GPT4All-J 6.7B 73.4 74.8 63.4 64.7 54.9 36.0 40.2
GPT4All-J Lora 6.7B 68.6 75.8 66.2 63.5 56.4 39.7 40.2
GPT4All LLaMa Lora7B | 73.1 77.6 72.1 67.8 51.1 40.4 40.2
Dolly 6B 68.8 113 67.6 63.9 62.9 38.7 41.2
Dolly 12B 56.7 75.4 710 62.2 64.6 38.5 40.4
Alpaca 7B 73.9 T2 73.9 66.1 59.8 43.3 434
Alpaca Lora 7B 74.3 79.3 74.0 68.8 56.6 43.9 42.6
GPT-J 6.7B 65.4 76.2 66.2 64.1 622 36.6 38.2
LLaMa 7B 73.1 77.4 73.0 66.9 525 41.4 424
Pythia 6.7B 63.5 76.3 64.0 61.1 61.3 302 372
Pythia 12B 67.7 76.6 67.3 63.8 63.9 34.8 38

https://github.com/nomic-ai/gpt4all
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Vicuna: An Open-Source Chatbot
Impressing GPT-4 with 90%* ChatGPT Quality

by the Team with members from UC Berkeley, CMU, Stanford, and UC San Diego
* Vicuna-13B: an open-source chatbot trained by fine-tuning
LLaMA on user-shared conversations collected from ShareGPT.

* The cost of training Vicuna-13B is around $300.

100%
90%
80%

70%
50%

LLaMA-13B Alpaca-13B Vicuna-13B Bard ChatGPT
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Chinese-Vicuna:
A Chinese Instruction-following LLaMA-based Model

— BRI EZEIRA] llamatlora/T R

® Dataset Preview Size: 409 MB <> APl HH Go to dataset viewer

instruction (string) %::::.ng) output (string)
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\n \n1996\n" "REF - Alpa
Chinese-Vicuna based on Guanaco Dataset and Belle Dataset

https://huggingface.co/datasets/Chinese-Vicuna/guanaco belle merge v1.0
https://github.com/Facico/Chinese-Vicuna
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ColossalChat

* ColossalChat is the project to implement LLM with RLHF,
powered by the Colossal-Al project.

* Coati stands for ColossalAl Talking Intelligence.

e %‘
N — o pa— _— Instruction: What is the cheapest
B — |! ) v 1 r}Jc lon: .p ™) ColossalChat
n i, gaming setup to run Elden Ring? ws | Powered by @ colossal-Al

What is ColosalChat Q

. . . ColossalChat is a distributed training framework
Coati-104k Enghlish & Chinese Dataset @ e b ke € e Lo raiol
networks such as language models, vision models and
/ . < minimal effort. The ma?n fea:lures include mixed
Instruction: Write a technical ... ~ e stk
° B - supports various optimizers like Adam, RMSpro;.) and
. kit i < e Instruction: Write a technical e D )
platform for deploying and S —— document explaining the advantages etk ol
managing applications, with a @ and disadvantages of using docker WE T e
focus on maintaining consistency containers for cloud computing.
\| across different computing ... s kedees &
y P
https://chat.colossalai.org/ 58
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https://chat.colossalai.org/
https://github.com/hpcaitech/ColossalAI/tree/main/applications/Chat

Dolly v2
Open Source Instruction-Tuned LLM

* Databricks’ Dolly is an instruction-following large language model

trained on the Databricks machine learning platform that is licensed
for commercial use.

* Based on pythia-12b, Dolly is trained on ~15k instruction/response
fine tuning records databricks-dolly-15k generated by Databricks
employees in capability domains from the InstructGPT paper,
including brainstorming, classification, closed QA, generation,
information extraction, open QA and summarization.

e dolly-v2-12b is not a state-of-the-art model, but does exhibit

surprisingly high quality instruction following behavior not
characteristic of the foundation model on which it is based.

https://github.com/databrickslabs/dolly
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StableLM
Stability Al Language Models

e StableLM-Alpha models are trained on the new dataset that
build on The Pile, which contains 1.5 trillion tokens, roughly 3x
the size of The Pile.

* These models will be trained on up to 1.5 trillion tokens.
* The context length for these models is 4096 tokens.

* Fine-tuned the model with Stanford Alpaca's procedure using a

combination of five recent datasets for conversational agents:
Stanford's Alpaca, Nomic-Al's gpt4all, RyokoAl's ShareGPT52K
datasets, Databricks labs' Dolly, and Anthropic's HH.

https://github.com/Stability-Al/StableLM 60
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RedPajama

a project to create leading open-source models,

starts by reproducing LLaMA training dataset of over 1.2 trillion tokens

Dataset RedPajama

CommonCrawl 878 billion

C4 175 billion
Github 59 billion
Books 26 billion
ArXiv 28 billion
Wikipedia 24 billion

StackExchange 20 billion
Total Tokens 1.2 trillion

https://github.com/togethercomputer/RedPajama-Data

LLaMA*
852 billion
190 billion
100 billion
25 billion
33 billion
25 billion
27 billion
1.25 trillion
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MiniGPT-4:

Enhancing Vision-language Understanding with Advanced Large Language Models

—__________________\

( The logo design is simple and minimalistic, with a pink line drawing of a flamingo
standing on one leg in the water. The design is clean and easy to recognize, making it

|

| suitable for use in various contexts such as a logo for a beach resort or a flamingo- [

I themed event. The use of a flamingo as a symbol adds a touch of whimsy and fun to I
the design, making it memorable and eye-catching. Overall, it's a well-designed logo

\ that effectively communicates the brand's message. J

———————————————————,

. 49
Vicuna

= O —

| #it# Human:,

o= =l =

What do you think of this
| logo design? ### Assistant: I

Linear Layer

Q-Former

&
§§[¢ ViT

Source: https://minigpt-4.github.io/
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LLaVA: Large Language and Vision Assistant

4h LLaVA: Large Language and Vision Assistant

[Project Page] [Paper] [Code] [Model]

LLaVA-13B-v0 -

i Image

Drop Image Here
or

Click to Upload

Preprocess

© crop Resize Pad

Parameters -

Terms of use

By using this service, users are required to agree to the
following terms:

The service is a research preview intended for non-
commercial use only. It only provides limited safety
measures and may generate offensive content. It must not
be used for any illegal, harmful, violent, racist, or sexual
purposes. The service may collect user dialogue data for
future research.

2 LLaVA Chatbot

What are the things | should be cautious about when | visit here?

When visiting this location, one should be cautious about the weather conditions and the
state of the wooden pier. In the image, the wooden pier is extended over a large, still lake
under cloudy skies, which could suggest the possibility of sudden changes in weather,
such as wind, rain, or even high waves. Visitors should pay attention to weather forecasts
and remain vigilant while on the pier to ensure their safety. Additionally, they should be
mindful of the pier's condition and the surrounding water, as wood can be slippery,
especially when wet or in windy conditions. It is crucial to maintain proper footing and
follow any posted safety guidelines, as the quiet waters of the lake can be deceptively

o [ o

Enter text and press ENTER

.+ Upvote </ Downvote A Flag Regenerate

https://llava-vl.github.io/
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Visual Instruction Tuning
LLaVA: Large Language and Vision Assistant

University of Wisconsin-Madison, Microsoft Research, Columbia University

95 New SoTA: 92.53

Science QA: .
New SoTA with ¢
the synergy of )
LLaVA with -

Accuracy (%)

G,oh ((6/1// /14,1// G,o Q‘S'l/ QQ’V QGV /YU’/‘)
- 35 CO < A% A 6/7
[1’/(-\ 4 7Z o /07: Gp):
oy "fer Se e A0k
/77,0/G Se)
9/)0

LLaVA represents a novel end-to-end trained large multimodal model that combines a vision encoder and Vicuna for general-purpose visual and language understanding,
achieving impressive chat capabilities mimicking spirits of the multimodal GPT-4 and setting a new state-of-the-art accuracy on Science QA.
https://llava-vl.github.io/
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Large Language Models
(LLMs)
Foundation Models




Large Language Models (LLMs) (larger than 10B)

”~ 3 .
U T5 s GShard Publicly Available
’ 0o
— 2019 — 2020 /\ B s mTS5S '%1:% PanGu-o w Ernie 3.0
GPT3 @ / ™~ 14 Z #7 PLUG QE; Jurassic-1
Codex @— >-8 - . 3AAl CPM-2
”~
| TO 0 9-10 < {9 LaMDA
. —_— inspur Yuan 1.0
Anthropic ’A\ | HyperCLOVA ['Ass® \ @ AlphaCode
WebGPT@ g 12
oo \ @ Chinchilla N
Ernie 3.0 Titan ® 0 InstructGPT 2022 (‘) Pythia
| 7 @ Sparrow - —
Gopher@ CodeGen O 1-3 < UL2 P \LM-svsJ Vicuna
m 7= PaLM {9 Flan-T5
MT-NLG a J V2 PanGu-x
GLaM a O oPT 09 J — "

0
A\ YaLM Flan-PaLM o~
GPT-NeoX-20B (D) / 0 — (5 Bard

_ Luminous 00
BLOOM O GLM ._;;.;;. Tk-Instruct Ai2 \ / ’\( @ ERNIE Bot

mT0 0 . o
AlexaTM %:/7 Cohere < / 00 LLaMA
BLOOMZ O 11 12— I
WeLM . 2023 —— |4 —>
Galatica (X) |

OPT-IML (X ChatGPT @ GPT-4 @
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Large Language Models (LLMs) (larger than 10B)

Model Release Size Base Adaptation Pre-train Latest Data Hardware Training Evaluation
Time (B) Model IT RLHF Data Scale Timestamp (GPUs/TPUs) Time ICL CoT
T5 [72] Oct-2019 11 - - - 1T tokens  Apr-2019 1024 TPU v3 - v -
mT5 [73] Oct-2020 13 - - - 1T tokens - - - v -
PanGu-a [74] Apr-2021 13* - - - 1.1TB - 2048 Ascend 910 - v -
CPM-2 [75] Jun-2021 198 - - - 2.6TB - - - - -
TO [28] Oct-2021 11 T5 v - - - 512 TPU v3 27 h v -
CodeGen [76] Mar-2022 16 - - - 577B tokens - - - v -
GPT-NeoX-20B [77] Apr-2022 20 - - - 825GB - 96 40G A100 - v -
Tk-Instruct [78] Apr-2022 11 T5 v - - - 256 TPU v3 4h v -
UL2 [79] May-2022 20 - - - 1T tokens  Apr-2019 512 TPU v4 - v v
OPT [80] May-2022 175 - - - 180B tokens - 992 80G A100 - v -
Publicly NLLB [81] Jul-2022 545 - - - - - - - v -
Available GLM [82] Oct-2022 130 - - - 400B tokens - 768 40G A100 60 d v -
Flan-T5 [83] Oct-2022 11 T5 v - - - - - v v
BLOOM |[68] Nov-2022 176 - - - 366B tokens - 384 80G A100 105d Vv -
mTO0 [84] Nov-2022 13 mT5 Vv - - - - - v -
Galactica [35] Nov-2022 120 - - - 106B tokens - - - v v
BLOOMZ [84] Nov-2022 176 BLOOM Vv - - - - - v -
OPT-IML [85] Dec-2022 175 OPT Vv - - - 128 40G A100 - v v
LLaMA [57] Feb-2023 65 - - - 1.4T tokens - 2048 80G A100 21d v -
Pythia [86] Apr-2023 12 - - - 300B tokens - 256 40G A100 - v -
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Large Language Models (LLMs) (larger than 10B)

Model Release Size Base Adaptation Pre-train Latest Data Hardware Training Evaluation
Time (B) Model IT RLHF Data Scale Timestamp (GPUs/TPUs) Time ICL CoT
GPT-3 [55] May-2020 175 - - . 300B tokens - - - v -
GShard [87] Jun-2020 600 - - - 1T tokens - 2048 TPU v3 4d - -
Codex [88] Jul-2021 12 GPT3 - . 100B tokens May-2020 - - v -
ERNIE 3.0 [89] Jul-2021 10 - - - 375B tokens - 384 V100 - v -
Jurassic-1 [90] Aug-2021 178 - - - 300B tokens - 800 GPU - v -
HyperCLOVA [91] Sep-2021 82 - - - 300B tokens - 1024 A100 134d V -
FLAN [62] Sep-2021 137 LaMDA V - - - 128 TPU v3 60 h v -
Yuan 1.0 [92] Oct-2021 245 - : 3 180B tokens - 2128 GPU - v -
Anthropic [93] Dec-2021 52 - - - 400B tokens - - - v -
WebGPT [71] Dec-2021 175 GPT-3 - v - - - - v -
Gopher [59] Dec-2021 280 - - : 300B tokens - 4096 TPU v3 920 h v E
ERNIE 3.0 Titan [94] Dec-2021 260 - : . 300B tokens - 2048 V100 28d v -
GLaM [95] Dec-2021 1200 - - - 280B tokens - 1024 TPU v4 574h Vv -
Closed LaMDA [96] Jan-2022 137 - - . 2.81T tokens - 1024 TPU v3 57.7d - -
Source MT-NLG [97] Jan-2022 530 - - - 270B tokens - 4480 80G A100 - v -
AlphaCode [98] Feb-2022 41 - - . 967B tokens  Jul-2021 - - - -
InstructGPT [61] Mar-2022 175 GPT-3 Vv v - - - - v -
Chinchilla [34] Mar-2022 70 - : . 1.4T tokens - - - v -
PalLM [56] Apr-2022 540 - - - 780B tokens - 6144 TPU v4 - v v
AlexaTM [99] Aug-2022 20 - - - 1.3T tokens - 128 A100 120d Vv v
Sparrow [100] Sep-2022 70 - . v - - 64 TPU v3 - v -
WelLM [101] Sep-2022 10 - - - 300B tokens - 128 A100 40G 24d v -
U-PalLM [102] Oct-2022 540 PalM - - - - 512 TPU v4 5d v v
Flan-PalLM [83] Oct-2022 540 PalM Vv - - - 512 TPU v4 37 h v v
Flan-U-PalLM [83] Oct-2022 540 U-PaLM Vv . - - - - v v
GPT-4 [46] Mar-2023 - - v v - - - - v v
PanGu-X [103] Mar-2023 1085 PanGu-a - . 329B tokens - 512 Ascend 910 100d VvV -
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Statistics of Commonly-used Data Sources for LLMs

Corpora Size Source Latest Update Time
BookCorpus [109] 5GB Books Dec-2015
Gutenberg [110] - Books Dec-2021
C4 [72] 800GB CommonCrawl Apr-2019
CC-Stories-R [111] 31GB CommonCrawl Sep-2019
CC-NEWS [27] 78GB  CommonCrawl Feb-2019
REALNEWSs [112] 120GB CommonCrawl Apr-2019
OpenWebText [113] 38GB  Reddit links Mar-2023
Pushift.io [114] - Reddit links Mar-2023
Wikipedia [115] - Wikipedia Mar-2023
BigQuery [116] - Codes Mar-2023
the Pile [117] 800GB Other Dec-2020

ROOTS [118] 1.6TB Other Jun-2022




T5 (11B)

100%

GLaM (1200B)

22%
48%
30%

Ratios of various data sources in the

pre-training data for existing LLMs

mTS5 (13B)

100%

PaLM (540B)
5%
44N 31%

50%

Webpages

LLaMA (65B)

3%
2% 5%
5%

87%

LaMDA (137B)

13%
38%

50%

Conversation Data

GPT-3 (175B)

16%

84%

Galactica (120B)
8%
7%

86%

Books & News

MT-NLG (530B) Gopher (280B)
&’ 3%
26% 4% 37%
o 62% 60%
GPT-NeoX (20B) CodeGen (16B)
8% 0
30% 2l
39% 6%
38% =
10% 0
15% 25%
Scientific Data Code

Chinchilla (70B)
4%

0
40% 56%

AlphaCode (41B)

100%
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Typical Data Preprocessing Pipeline for
Pre-training Large Language Models (LLMs)

Raw Corpus Quality Filtering
* Language Filtering
a» * Metric Filterin
i@ l! g
b « Statistic Filtering

+ Keyword Filtering
oy SRS, S NS S :
E Alice is writing a paper about

} LLMs. #54& Alice is writing
E a paper about LLMs.

----------------------------

De-duplication

+ Sentence-level
* Document-level

o Set-level

i Alice is writing a paper about

E LLMs. Attee-s-writing-a-paper E

Privacy Reduction

o Detect Personality
Identifiable
Information (PII)

* Remove PII

' Replace ("Alice') is

' writing a paper about LLMs. E

Tokenization

+ Reuse Existing
Tokenizer

+ SentencePiece

* Byte-level BPE

E Encode ('[Somebody] is
 writing a paper about LLMs. ")

Ready to
pre-train!
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LLMs with Public Configuration Details

Model Category Size Normalization PE Activation Bias #L #H d,odqe1 MCL
GPT3 [55] Causal decoder  175B  Pre Layer Norm = Learned GeLU v 96 96 12288 2048
PanGU- « [74] Causal decoder  207B  Pre Layer Norm  Learned GeLU v 64 128 16384 1024
OPT [80] Causal decoder  175B  Pre Layer Norm  Learned RelLU v 96 96 12288 2048
PalLM [56] Causal decoder  540B  Pre Layer Norm RoPE SwiGLU X 118 48 18432 2048
BLOOM [68] Causal decoder  176B  Pre Layer Norm ALiBi GeLU v 70. 112 14336 2048
MT-NLG [97] Causal decoder  530B - - - - 105 128 20480 2048
Gopher [59] Causal decoder 280B  Pre RMS Norm = Relative - - 80 128 16384 2048
Chinchilla [34] Causal decoder 70B  Pre RMS Norm  Relative - - 80 64 8192 -
Galactica [35] Causal decoder  120B  Pre Layer Norm  Learned GeLU X 96 80 10240 2048
LaMDA [96] Causal decoder  137B - Relative GeGLU - 64 128 8192 -
Jurassic-1 [90] Causal decoder  178B  Pre Layer Norm  Learned GeLU v 76 96 13824 2048
LLaMA [57] Causal decoder 65B  Pre RMS Norm RoPE SwiGLU v 80 64 8192 2048
GLM-130B [82] Prefix decoder 130B  Post Deep Norm RoPE GeGLU v 70 96 12288 2048
T5 [72] Encoder-decoder 11B  Pre RMS Norm = Relative ReLU X 24 128 1024 512

Note: PE denotes position embedding, #L denotes the number of layers, #H denotes the number of attention heads,

dogel denotes the size of hidden states, and MCL denotes the maximum context length during training.
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Detailed Optimization Settings of LLMs

Batch Size Learning . Precision Weight Grad

Model (#tokens) Rate Warmup Decay Method Optimizer Type Decay  Clip Dropout
GPT3 (175B) 32K—3.2M 6 x 107° yes cosine decay to 10% Adam FP16 0.1 1.0 -
PanGu-a (200B) - 2 x 1079 - - Adam - 0.1 - -
OPT (175B) 2M  1.2x 1074 yes manual decay AdamW FP16 0.1 - 0.1
PaLM (540B) 1M—4M 1x 102 no inverse square root  Adafactor BF16 Ir? 1.0 0.1
BLOOM (176B) 4M 6 x 10~° yes cosine decay to 10% Adam BF16 0.1 1.0 0.0
MT-NLG (530B) 64 K—3.75M 5x 1075 yes cosine decay to 10% Adam BF16 0.1 1.0 -
Gopher (280B) 3M—6M 4x107° yes cosine decay to 10% Adam BF16 - 1.0 -
Chinchilla (70B) 1.5M—3M 1x 1074 yes cosine decay to 10%  AdamW BF16 - - -
Galactica (120B) 2M 7% 1076 yes linear decay to 10% AdamW - 0.1 1.0 0.1
LaMDA (137B) 256K - - - - BF16 - - -
Jurassic-1 (178B) 32 K—3.2M 6 x 10—° yes - - - - - -
LLaMA (65B) M  1.5x 1074 yes cosine decay to 10%  AdamW - 0.1 1.0 -
GLM (130B) 0.4M—8.25M 8 x 107° yes cosine decay to 10%  AdamW FP16 0.1 1.0 0.1
T5 (11B) 64K 1x 1072 no inverse square root  AdaFactor - - - 0.1
ERNIE 3.0 Titan (260B) - 1x1074 - - Adam FP16 0.1 1.0 -
PanGu-X (1.085T) 0.5M 2 x 1075 yes - Adam FP16 - - -
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Available Task Collections for Instruction Tuning

Collections Time  #Task types #Tasks #Examples
Nat. Inst. [193] Apr-2021 6 61 193K
CrossFit [194] Apr-2021 13 160 7.1IM
FLAN [62] Sep-2021 12 62 4.4M
P3 [195] Oct-2021 13 267 12.1M
ExMix [196] Nov-2021 11 107 18M
UnifiedSKG [197] Jan-2022 6 21 812K
Super Nat. Inst. [78] Apr-2022 76 1616 5M
MVPCorpus [198]  Jun-2022 11 77 41M
xP3 [84] Nov-2022 17 85 81M

o1G™* Mar-2023 : : 43M
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Instance Formatting and Two Different Methods
for Constructing the
Instruction-formatted Instances

—

Instance

Task description

Please translate the French to English:

—/

Optional
Demonstrations

fr: Reprise de la session

en: Resumption of the session

fr: Il s'agit du cas d'Alexandre Nikitin.
en: It is the case of Alexander Nikitin.

Input

fr: Nous ne savons pas ce qui se passe.

Output

en: We do not know what is happening.

>

(a) Instance format

Human-written

.......

>

NLP Datasets

Question
Answering

Sentence
Composition

Textual

Entailment Paraphra

: sin
Sentiment g
Analysis .
y Misc.
Question

Text NLI :
Generation

to

Code Translation

Task description

Please answer this question:

- Demonstrations

Q: Where is the capital of France?
A: Paris.

Q: Where is the capital of Brazil?
A: Brasilia

Input . Output |

Q: Where is the capital of China?
A: Beijing.

(b) Formatting existing datasets

API collection

Human-written:

@f@

. Task description

Can you recommend some ways

to lose weight?

Desired output written by human

v

Output
Here are some ways to lose weight:

1. Eat a healthy diet: Focus on ...
2. Increase physical activity: Engage ...

(c) Formatting human needs
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In-context Learning (ICL) and
Chain-of-thought (CoT) Prompting

In-Context Learning Chain-of-Thought Prompting
Answer the following mathematical reasoning questions: Answer the following mathematical reasoning questions:
how many candies do you have left? what is the perimeter of the rectangle?
- Th is 8. i N S I S TR O R
NX - . If . aniwerllsh fenthoE6 A oEs NX- A: ' Forarectangle, add up the length and width and double it. |
0: SRR e e ' So, the perimeter of this rectangle is (6 + 3)x2=18 cm.
what is the perimeter of the rectangle? S - D P '
A: The answer is 18 cm. L The answer is 18 om.
Q: Sam has 12 marbles. He gives 1/4 of them to his sister. Q: Sam has 12 marbles. He gives 1/4 of them to his sister.
How many marbles does Sam have left? How many marbles does Sam have left?

A: He gives (1 /4) x 12 = 3 marbles.
A: The answer is 9. — LLM — So Sam is left with 12 — 3 =9 marbles.

The answer is 9.

: Task description : Demonstration : Chain-of-Thought : Query
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Pre-train,
Prompt, and Predict:
Prompting Methods

in Natural Language Processing
(LLMs)



Four Paradigms in NLP

Paradigm Engineering Task Relation
CLS TAG
Feature ] m []

a. Fully Supervised Learning

g d identit t-of- h
(Non-Neural Network) (e.g. word identity, part-of-speech,

sentence length)

| |GEN
CLS TAG
b. Fully Supervised Learning Architecture . 0w [
(e.g. convolutional, recurrent,
(Neural Network) _ :
sell-allenlional)
| |GEN
CLS TAG
Objective :,\LM /:
c. Pre-train, Fine-tune (e.g. masked language modeling, next
sentence prediction) l
GEN
cLS TAG
So LM S
. . Ny
d. Pre-train, Prompt, Predict Prompt (e.g. cloze, prefix)

|

> GEN
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Typology of Prompting Methods

Prompting
Method

1

Pre-trained
LMs (Appendix)

Left-to-Right LM )— GPT [105]; GPT-2 [106]; GPT-3 [10]

Prompt

Masked LM }— BERT [21]; RoBERTa [80]
Prefix LM }— UniLM1 [23]; UniLM2 [5]
Encoder-Decoder }—  T5 [107]; MASS [130]; BART [70]
Prompt
Template Shape Cloze )— LAMA [101]; TemplateNER [18]
Engineering & - ) )
Section 3 Prefix-Tuning [72]; PromptTuning [68]
Human Effort Hand-crafted )7 LAMA [101]; GPT-3 [10]
Automated Discrete )— AutoPrompt [126]; LM-BFF [33]
Prefix-Tuning [72]

LAMA [101]; WARP [41]

Answer

Shape ]—-[ Span )— PET-GLUE [121]; X-FACTR [51]

Engineering
Section 4

GPT-3 [10]; Prefix-Tuning [72]

Multi-Prompt
Learning Section 5

Human Effort )——( Hand-crafted )— PET-GLUE [121]
H{ Automated Discrete | — LM-BFF [33]
WARP [41]
- Prompt Ensemble | — LPAQA [53]; PET-TC [118]; BARTScore [149]
—( Prompt Augmentation )— GPT-3 [10]; KATE [75]; LM-BFF [33]
}~—( Prompt Composition )— PTR [42]
—[ Prompt Decomposition)— TemplateNER [18]
—[ Prompt Sharing )— Example Figure 3

—( Promptless Fine-tuning )— BERT [21]; RoBERTa [80]
{ Tuning-free Prompting )7 GPT-3 [10]; BARTScore [149]

1

Prompt-based Training
Strategies Section 6

]—( Parameter Updating )——(Fixed-LM Prompt Tuning)— Prefix-Tuning [72]

—(Fixed-prompt LM Tuning)— T5 [107]; PET-TC [121]
—( Prompt+LM Tuning )— P-Tuning [78]; PTR [42]
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Different Multi-Prompt Learning Strategies

~— Input Subject: China; Relation: isCapital

-

-

PR1| China’s capital is [MASK].
PR2| [MASK] is the capital of China.

PR3| The capital of China is [MASK].

=

J

(a) Prompt Ensembling.

Input (X) | Google became a subsidiary of Alphabet.

v

PR

[X] The [MASK] Google [MASK] the [MASK] Alphabet. —»

s : =)
Sub-PR1 | [X] The [MASK] Google. |
Sub-PR2 | [X] The [MASK] Alphabet. |
Sub-PR3 | [X] Google [MASK] Alphabet. |

\_ ‘ Y,

v

(c) Prompt Composition.

v

~— Input (X) = Mike went to New York yesterday.

~— Input | Add up two numbers: 6, 8 ’

( ‘
Ans-PRI' | 1+1=2

~

)

v
\—| Ans-PR2 [2+5=7

)

LopR 648 = pvask] =
‘ »

(b) Prompt Augmentation.

PR

| [X] Mike is [MASK] entity type,
New York is [MASK] entity type.

A 4

-

N

Sub-PR1 | [X] Mike is [MASK] entity type.

Sub-PR2 | [X] New York is [MASK] entity type.

A\ 4

5

(d) Prompt Decomposition.

v
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Examples of Input, Template, and Answer for Different Tasks

Type Task Example Input ([X]) Template Answer ([Z])
great
Sentiment I'love this movie. [X] The movie is [Z]. fantastic
. . sports
Text Classification Topics He prompted the LM. [X] The text is about [Z]. science
quantity
Intention What is taxi fare to Denver? [X] The question is about [Z]. city
Bad
Text-span Classification Aspect Sentiment Poor service but good food.  [X] What about service? [Z]. Terrible
[X1]: An old man with ... Yes
Text-pair Classification ~ Natural Language Inference [X2]: A man walks ... [X11? [Z], [X2] No
[X1]: Mike went to Paris. organization
Tagging Named Entity Recognition = [X2]: Paris [X11[X2] is a [Z] entity. location
The victim ...
Summarization Las Vegas police ... [X] TL;DR: [Z] A woman ...
Text Generation
I love you.
Translation Je vous aime. French: [X] English: [Z] I fancy you.
[X1]: A man is smoking. Yes

Regression Textual Similarity [X2]: A man is skating. [X1] [Z], [X2] No




Characteristics of Different Tuning Strategies

Strategy

LM Params

Prompt Params

Additional Tuned

Example

Promptless Fine-tuning Tuned - ELMo [97], BERT [20], BART [69]
Tuning-free Prompting Frozen X X GPT-3[9], AutoPrompt [125], LAMA [100]
Fixed-LM Prompt Tuning ~ Frozen / Tuned Prefix-Tuning [71], Prompt-Tuning [67]
Fixed-prompt LM Tuning ~ Tuned X X PET-TC[117], PET-Gen [118], LM-BFF [32]
Prompt+LM Fine-tuning ~ Tuned / Tuned PADA [5], P-Tuning [77], PTR [41]

82



Multi-prompt Learning for
Multi-task, Multi-domain,
or Multi-lingual Learning

Movie Review (X1) | Really awesome movie! }

1

Template | [Domain_name]: This is [MASK]. }—;

r |

Product Review (X2) | It’s very easy to use! )

[
Prompt 1

Prompt 2

\—

" Movie: [X1] This is [MASK]. |

| Product: [X2] This is [MASK]. ‘
k J
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Reinforcement Learning

from Human Feedback
(RLHF)



Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

~
L

Explain reinforcement

learning to a 6 year old.

¢
o)

A4

We give treats and

punishments to teach...

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

r N

x./
Explain reinforcement
learning to a 6 year old.

o
0-0-0-0

Step 3

ChatGPT: Optimizing Language Models for Dialogue

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO modelis
initialized from the
supervised policy.

The policy generates

an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPQO.

https://openai.com/blog/chatgpt/

A=

Write a story
about otters.

J

PPO



https://openai.com/blog/chatgpt/

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|
\J

(e}

V4

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

o o

Explain gravity... Explain war...

[C] (0]

Moon is natural People went to
satellite of... the moon...

. Y J
O

0-0-0-0

Step 3

Training language models to follow instructions with human feedback
InstructGPT and GPT 3.5

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs
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Reinforcement Learning from Human Feedback
(RLHF)

1. Pretraining a Language Model (LM)
2. Gathering Data and Training a Reward Model

3. Fine-tuning the LM with Reinforcement Learning

https://huggingface.co/blog/rlhf



https://huggingface.co/blog/rlhf

Reinforcement
Learning
from Human
Feedback (RLHF)

Step 1. Pretraining
a Language Model
(LM)

Prompts & Text Dataset

Human Augmented
Text (Optional)

https://huggingface.co/blog/rlhf

Train Language Model

Initial Language Model
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Reinforcement
Learning
from Human
Feedback (RLHF)

Step 2. Gathering
Data and
Training a

Reward Model

Prompts Dataset

Sample many prompts

(

Initial Language Model

Train on

{sample, reward} pairs

text

Reward (Preference)
Model

Lorem ipsum dolor
sit amet, consectef
adipiscing elit. Aen
Donec quam felis
vulputate eget, arc
Nam quam nunc
eros faucibus tincig

luctus pulvinar, her

!

Human Scoring

Outputs are ranked
(relative, ELO, etc.)

Generated text

https://huggingface.co/blog/rlhf

JTVRN

— I
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Reinforcement
Learning
from Human
Feedback (RLHF)

Step 3. Fine-tuning
the LM with
Reinforcement
Learning

Prompts Dataset

7

Initial Language Model

Base Text 0000

®® ©®

y: a furry mammal

N2 x: A dog is...

A4

/" Tuned Language

Model (RL Policy)

RLHF PO®®
Tuned Text ®®®®

y: man’s best friend

~\

Reinforcement Learning
Update (e.g. PPO)

N

\

1
"4

— kL DKL (7TPPO (ylz) || Thase (y|m))
KL prediction shift penalty

0« 60 + VoJ(6)

/N

R

\

eward (Preference)

https://huggingface.co/blog/rlhf
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1. AR E AR

Basic Concepts of Generative Al

2. ChatGPTRI E A R FT18E

Basic Principles and Functions of ChatGPT

3. £ NAIFE K I RAE

Generative Al for ESG and Sustainable Development

4. AIFEK B R L= E

Issues of Al for Sustainable Development
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Generative Al
for ESG and
Sustainable

Development



Generative Al

Text, Image, Video, Audio
Applications



Generative Al Models

~ Text-to- Text-to- Image-to-

image 3D | | text ‘
Y Y Y l A

DALL-E Stable

5 Diffusion Dreamfusion Magic3D Flamingo VisualGPT
ChatGPT
Imagen Muse -«
[
IS hot
Text to- _ Textto- _ Text-To-
\ﬁqeo —1 Aufjio Text
i | . | . all you need
Phenaki Soundify AudioLM Whisper ChatGPT3 LaMDA
PEER Speech From
» Jukebox > Brain - .
| Attention
Text to- Text-to- Other
Code Science | Models ‘— -
4 . ¥ v l v IS
Codex Alphacode Galactica Minerva Alphatensor GATO

all you need

Human Motion
> Diffusion Model




Generative Al
Tech Stack

C.\O’D . Apps
Users . Models
t @ nfrastructure

Apps
End-user facing B2B and B2C applications
without proprietary models

Examples: Jasper, Github Copilot

End-to-End
nd-to-End Apps Model Hubs

End-user facing Closed-Solrce Platforms to share and host models

applications with .
proprietary models Foundation Modeils Examples: Hugging Face, Replicate
Large-scale, pre-

trained models
exposed via APIs

Examples: Midjourney,
Runway
Open-Source

Examples: GPT-3 Foundation Models

(OpenAl) Models released as trained weights

Examples: Stable Diffusion (Stability)

Cloud Platforms
Compute hardware exposed to developers in a cloud deployment mode/

Examples: AWS, GCP, Azure, Coreweave

Compute Hardware

Accelerator chips optimized for model training and inference workloads

Examples: GPUs (Nvidia), TPUs (Google)
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Generative Al Software and Business Factors

Business S ¥ | T | R .
« Distribution .+ ProprietaryData 1 Domain Expertise 1 s ‘
Factors o E . P J
N
{ Application A product utilizing and managing model inputs and outputs
y
Y
[ Models Large language models, image generation, or other ML models
Software <
( Data Labeling, evaluation) { I\/II_Ops Model management, tracking
J
<
{ Cloud Platform Hosting, compute, model deployment and monitoring
)
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Generative Al
1. Pre-training Foundation (Pre-trained) Model
2. Fine-turning Custom (Fine-tuned) Model

1- Pre-training Foundation 2- Fine-tuning Custom
Untrained . .
MOdeI ............................ (Pre_tralned) ............................ (Flne_tuned)
Model Model
f [
Much
Smaller,
Massive Specialized
Internet-scale i Dataset |

Dataset

= =
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Generative Al
Fine-tune Custom Models using Proprietary Data

Collection of prompts and high quality

USGFS R R R Collection of prompts generations
( N

. 3) Source o
2) Observe usage patterns, 13, high-quality o 1T—
collect feedback 17 ~| generations THr—
| J ¢ ¢ —
Application —
Custom
Models Custom°ModeI vi r ~
Models 1) Fing-tune a custom model using
proprietary data
Default
Models Default Model ] \_ )

Data [ Proprietary Data vi ]




Generative Al
Fine-tune Custom Models using Proprietary Data

Collection of prompts and high quality

USGFS R R R Collection of prompts generations

a | S—

" @
"« o € p—

e " o e - €  r—
o ossss——— 4 ¢« 4

—— ..‘

° :
Application ‘
Custom Cislom NG dend ] Custom Model v2
Models 6 6
Models
5) Fine-tune a new
version of your model
Default [ Default Model ] y
Models
(V]
( B
Data [ Proprietary Data v1 ] [ Proprietary Data v2 ]
4) Add to to your
dataset creating a
new version
_ J




BASE10 TREND MAP: GENERATIVE Al

Companies are grouped based on medium produced and segmented by use case within each medium. Companies that offer

Generative Al

products across segments are grouped in the segment of the core product offering.

Base10

& Creative . . Vector search
@ @ B Synthetic data generation
TGXt & |m398 AUdiO/ MLOps Data & +4 in full uni +3 more in full universe
writing video decisions more in Tull universe ) J. I -
S notably 9 reie MDCLONE Il haZg €3 seMi Technologies
( Platforms +3 more in full universe \ @) Capacities raft
® P betterdata m_'::’,ﬁ',;i*}(.s MOSTLY-AI
OpenAI \ /\‘ Al21labs IR wesing Foce e s Twelve Labs
Elicit ocToPIZE Y SYNTEGRA = Mirry.Al
: “imtrmis oata RS ° WRA R -t 3
\_ 7 K e S e ¥
Code generation & documentation - Customer support (chat/email/text) General writing and content editing
+9 more in full universe +23 more in full universe +25 more in full universe
CCodiQO © tabnine ultimateai CRESTA “PolyAl wn"En @) QuillBot  oTHERSIDE Al
- . - = - ¥
CENEEEEN ) Mintlify 2 Debuild ’ klte n ada $ Stylo LT LanguageTool @ wordtune
NN
\ -.‘- = CodePilot.ai “ / \ @ mavenoid @ viable / \ corfeCtOo ! Lllpgmx c COMPOSE Al
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Generative Al

Marketing & sales copy

+4 more in full universe

.ﬂ\_l N Q) cgolo
scholarcy summari
=h® 2 Tome

/
+49 more in full universe
» Demandwell Ja%er B witesoie  cOpY.@i ) regieai  anyword
.{peppetcoment B LAVED E SURFER {Iyne} =1 Scalenut
craftly. ' Soaaskeve  zneuroflash ~ #4 copysmith Smartwriterai (R Hypotenuse A
S A
w
+2 more in full universe +1 more in full universe ¥ +5 more in full universe
“s PhotoRoom Il%f'thiﬂce p-e-n-cil E I I A
. «10
° SWAPP maket
A < | I AdCreativeci 0
Depix< ". _Eﬁga ‘ BEAUTIFUL[AI]
| Amwearcest T ) | wmmess | (0 HMYPAR

Text to image

+9 more in full universe

er Ryt
o craiyon

>ROSEELDAI
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Generative Al

Audio Editing

+2 more in full universe

Text to speech / Speech to text

+14 more in full universe

Music generation

+9 more in full universe

“* coqui “+ Speechify
000 Humanioop A mosaic* Ambe'sc"pt M moises @ boomy
- == W WELLSAID [JIIIIEY R=PLICA .
veighs  P— ~.PODCASTLE ~ supertone  14iUSICO  PAACI
s k{isp & rroiomic l|||| LOVO RESEMBLE.AI SPLASH
Summarization & insights Avatars & dubbing Video
+8 more in full universe +15 more in full universe
Hour . . A =
o= Fathom xembly  :*hume One. ' Synthesia wmetapuvsic @ At e
T P = » o a . : . . +1more in full universe __—_- d i
see SEMBLY s SYbl” Jeepdub.ai [I\\/ PAPERCUP. Al l:l) !’ Rephrase.ai elal. R runway (} —— ; les.:r pt
* invideo
% Mangnifi @DEOVE,&S.E Hume, .‘ PICTORY @\ colossyan D-IDJ, resPeecHer ' plask w
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DALL-E 2

Create original, realistic images and art from a text description.
It can combine concepts, attributes, and styles.

TEXT DESCRIPTION DALL-E 2

An astronaut

riding a horse

in a photorealistic style

https://openai.com/dall-e-2/ 103



https://openai.com/dall-e-2/

The Model Structure of DALL-E-2

CLIP Pre-training

img

encoder
"a corgi
playing a
flame | e
throwing /-
trumpet” olololele s
________________________________________ _ OO
O+O»
Image Generation S

prior
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Stable Diffusion

~  Hugging Face . Search models, datasets, users... # Models Datasets Spaces  Docs & Solutions  Pricing =
B Spaces: ) stabilityai/ stable-diffusion D < like 1.89 Running
s App I Files @ Community : s Linked Models

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming API access you can try DreamStudio Beta

an insect robot preparing a delicious meal Generate image

1R ¢ = gk
https://huggingface.co/spaces/stabilityai/stable-diffusion 105
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Stable Diffusion Colab

& woctezuma [ stable-diffusion-colab public L\ Notifications % Fork 7 ¢ Star 31 v

<> Code () Issues 19 Pullrequests () Actions [ Projects [ Wiki @ Security |~ Insights

¥ main ~ F 1branch © 0tags Go to file About
Colab notebook to run Stable Diffusion.
% woctezuma README: add a reference for sampler schedules 37bc@2d 24 days ago )18 commits
’ & github.com/CompVis/stable-diffusion
D LICENSE Initial commit 27 days ago deep-learning colab image-generation
[ README.md README: add a reference for sampler schedules 24 days ago text-to-image  diffusion  text2image
. . colaboratory google-colab
[ stable_diffusion.ipynb Allow to choose the scheduler 25 days ago
colab-notebook google-colaboratory
google-colab-notebook
= README.md
text-to-image-synthesis huggingface
diffusion-models
o °
Sta ble- lefUSIon - COIa b text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers
The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1]. T (e —
> 00 Readme
¢Usage
&8 MIT license
— . : W 31stars
¢ Run stable_diffusion.ipynb .
& 2 watching

https://github.com/woctezuma/stable-diffusion-colab 106
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[ ] [ J [} [ ]
Stable Diffusion Reimagine
(3 Cllbpfl:'gp » Stable diffusion Reimagine Apps Vv AP Blog Pricing

S Stable diffusion reimagine

Create multiple variations from a single image.

o WE BN N BN BN BN SN SN BN SN SN SN SN SN SN SN SN SN SN SN SN SN SN SN SN BN SN SN SN BN BN SN SN SN BN BN SN SN SN BN BN SN SN SN SN BN SN SN SN SN SN SN SN BN BN BN SN SN SN BN BN BN BN SN BN BN BN Ny

Click, paste, or drop a file here to start.

sumEEEmEEDEw,
Q-----—’

‘

| J R ——————

J/ Or click on an example below

https://clipdrop.co/stable-diffusion-reimagine 107



https://clipdrop.co/stable-diffusion-reimagine

Lexica Art: Search Stable Diffusion images and prompts

I ()\i(;a Q Search images Search

Lexu)a

The Stable Diffus

Search

gl y é‘u
il

https://lexica.art
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Civitai: Stable Diffusion Al Art Models

CIVIT R\ ) sign In

Models HIGHEST RATED ALLTIME v Y v

CHECKPOINT o - 7 - ' o CHECKPOINT ol WTrNee CHECKPOINT

Counterfeit-vV2.5
hhkhkhkk 401 Q21K D276 & 0.M

ReV Animated
Deliberate ok okk 633 O13K 0332 & 93K

ok ok ok ok 1.3K
Q17K O 18K & 0.2M \ N4

Lyriel
- Ak hkhkkh 352 067K D76 & 34K
Realistic Vision V2.0
Ak khk 519 Q1K O812 & 02M
\ 4 CHECKPOINT
DreamShaper | < MeinaMix
AhhAhkh 478 Q1K OB565 3 0.IM . \ | & Ak hhh 382 Q1K D221 & 9K

84 MoXin
*kkhh 332 O1K D4

Yae Miko | Realistic Genshin LORA
hhkkhkk 221 O12K O126

Cetus-Mix
* & & & & 260 Q1K D174 4 81K ’\ ‘
~

.

Fantasy.ai

I 5
Pastel-Mix [Stylized Anime Model] = I 1 § ‘
)
) hkkhRk 213 Q12K D108 & 79K 4

BIRA3 GuoFeng3

& r 1 NeverEnding Dream (NED) { = Vo Ahkhhh 216 ONK D208 L 66K
e J L Hhhkhk 193 OQBEK D138 & BaK f L& S
| Anything V5§ -

RPG o
* & & & & 136 Q68K D139 % 36K ' CHE
: Er— : T
| H

RealDosMix
* Rk kR 151
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

AnyFace: Free-style Text-to-Face Synthesis and Manipulation

Jianxin Sun!?! Qiyao Deng'?; Qi Li'* ] Muyi Sun!, Min Ren!?, Zhenan Sun'*
I Center for Research on Intelligent Perception and Computing, NLPR, CASIA
2 School of Artificial Intelligence, University of Chinese Academy of Sciences (UCAS)

{jianxin.sun, denggiyao, muyi.sun, min.ren}@cripac.ia.ac.cn, {gqli, znsun}@nlpr.ia.ac.cn

She graduated with a PhD. He looks very knowledgeable.

(1) This is a young man with a melon seed face.

(2) He has wheat skin, big eyes and slightly bushy eyebrows.
(3) He has medium-length black hair.
(4) The man is smiling with his mouth slightly open.

(5) He wears black-rimmed glasses and no beard

(b) Open-world text descriptions
He has black hair and beard.

(D (H-2) 1H-3) (H-@& (H-6)

(a) One caption vs Multi-caption (c) Face manipulation

Figure 1. Our AnyFace framework can be used for real-life applications. (a) Face image synthesis with optical captions. The top left is the
source face. (b) Open-world face synthesis with out-of-dataset descriptions. (c) Text-guided face manipulation with continuous control.
Given source images, AnyFace can manipulate faces with continuous changes. The arrow indicates the increasing relevance to the text.
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

She graduated with a PhD. He looks very knowledgeable.

(1) This is a young man with a melon seed face.

(2) He has wheat skin, big eyes and slightly bushy eyebrows.
(3) He has medium-length black hair.

(4) The man 1s smiling with his mouth slightly open.

(5) He wears black-rimmed glasses and no beard

(b) Open-world text descriptions
He has black hair and beard.

(D-2) (H-0G) (1)-(4) (H)-06)

Source

(a) One caption vs Multi-caption (c) Face manipulation

Methods AttnGAN [31] DFGAN [25] RiFeGAN [1] SEA-T2F [24] CIGAN [28] TediGAN-B [30] AnyFace

Single Model v v v v
One Generator - v - -
Multi-caption - - v v
High Resolution - - - -
Manipulation - . - -
Open-world - - - - -

SSENEEENEN
DS NEEENEY
SSENENENENEN
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

Training Stage

. { (a) Cross Modal Distillation °
*% Lepp

—> CMD

Noise Injection

! ' > ’ TERN] 2
i Enc (Mp LI?T Mapping <_Z
e L network

EEEEEEEES

Inversion
Model

/(b) Text-guided Manipulation *

w
i —»-——~I &

» CMD s

Inference Stage t{ @ Transformer Feed
B Layer Forward

w
. ft W S J -
CMD > [ Linear % Loss
Wc ' Layer : Computing
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

The person wears lipstick.
She has blond hair, and
pale skin. She is attractive.

The woman has wavy hair,
black hair, and arched

eyebrows. She is young. She
1s wearing heavy makeup.

She is wearing lipstick. She
has high cheekbones, wavy
hair, bushy eyebrows, and

oval face. She is attractive.

He has mouth slightly open,
wavy hair, bushy eyebrows,
and oval face. He is attractive, §%
and young. He has no beard.
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

The girl with brown hair and eamngs is sm111ng

Text-guided
Face
Manipulation
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- Text
- Speech
- Vision

NLG from a Multilingual,
Multimodal and Multi-task perspective

Multf(Natural Language) Generation

2
3
S
s ¢
\‘g\\«o - Recognize and transcribe speech (ASR)

- Translate from one language to another (MT)
- Describe, ask or answer questions or converse about

visual objects (Captioning, VQA, Visual Dialogue, ...)

(M)Language
(natural languages and varieties)
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

-~
-
-~ —

3D
ResNeXt

(action

prediction)

Summary +
Question

Text
> Encoder

Hierarchical

Attention

21

C —2

Multi
modal
Decoder

Vocabulary

e
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Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

T - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ - With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world 4

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Multimodal Pipeline

that includes three different modalities (Image, Text. Audio)

ZINFOET_ s

Multimodal datasets
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Video and Audio Multimodal Fusion

: Final .
Multimodal fusion = prediction

Fusion
operation

\ Audio description

. AllNA () \ A 1"] 1A, “.
Audio A VA [WAMN LTV [\ >
Vil | | v '
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Visual and Textual Representation

Image

Visual representations (Dense)

Text
his is the oldest and most important defensive work 1o .
ave bean bt along the North African coastine by the Textual representations (Sparse)
ab conquerors in the early days of Islam. Founded in EEEE IEEE NS EEEm B
96, this building underwent several modifications during EEEE DEEE BEEE EEEE B
e medieval period. Initially, it formed a quadrilateral —rETTIETTTTT e
nd then was composed of four buildings giving onto two
ner courtyards.
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Hybrid Multimodal Data Fusion

Text

Audio

Image

Text
Speech

Video

Classifier 1

Classifier 2

Classifier 3

»

Classifier

usion
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Multimodal Transfer Learning

Domain 1/ Modality 1

& 2
Source: large-scale dataset GI-HRiecimoce] —

Training —){Transfer learning

\/

Source domain

Prediction Fine-tuned model 1

Domain 2 / Modality 2 l

Fusion
— Transfer learning

A

Fine-tuned model 2

!

Transfer learning
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CLIP: Learning Transferable Visual Models
From Natural Language Supervision

(1) Contrastive pre-training

Pepper the
aussie pup

-

(2) Create dataset classifier from label text

A photo of

a {object}.

‘\\\\;;;:\\\l

Y

Y

Y

Y

pla
car
dc
\ 4 4 4 \ 4
TR T N TP i
bi
Iy LT | I'Ty | I1'Ts I1'Ty
I LT | IryTy | IrT; LTy
I3 I3yT) | 13T, | I3Ty I3 Ty
IN INTy | INTy | INT3 INTN

(3) Use for zero-shot prediction

=

'//jififfi//J

\ 4 \ 4 \ 4 \ 4
T, T, T; N
L LTy | Ty [ LTy | L [Ty
4
A photo of

a dog.
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VILT: Vision-and-Language Transformer
Without Convolution or Region Supervision

Modality
Interaction

C

D)

Textual
Embed

—

Visual
Embed

\_ W,

f

Text

(a) VE > TE > MI

?

Image

Modality
Interaction

—1
[ N

Textual
Embed

N

~

Visual
Embed

D
*

__

t

Text

(b) VE = TE > MI

?

Image

~
Modality
{ Interaction
—
‘ Visual
Textual | Embed
Embed
- J
1
Text Image

(c) VE > MI > TE

Modality
Interaction

|

Textual Visual
Embed Embed

. _OC_ D
1

Text Image

(d)MI > VE = TE
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wav2vec 2.0:
A framework for self-supervised learning of speech representations

Contrastive loss

L
f
Context
repre::nte:tions C , ﬁ 3 * T

Transformer

Masked

Quantized
representations Q

Latent speech Z
representations

raw waveform X
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Whisper:

Robust Speech Recognition via Large-Scale Weak Supervision

Multitask training data (680k hours)

English transcription
‘ “Ask not what your country can do for ---"
D Ask not what your country can do for ---

Any-to-English speech translation

‘ “El répido zorro marrén salta sobre ---*

D The quick brown fox jumps over -
Non-English transcription

& oo g0 22 Yot e YR ¥D Yo

EF o ol g2t eicte o 4oy g2 ge -
No speech

(n (background music playing)

Bl

‘ EN |Gase | 0.0 | The |quickbrown| ...
A
next-token
prediction

Sequence-to-sequence learning

F

Transformer

Encoder Blocks

-

Sinusoidal

Positional

Encoding

2 x Conv1D + GELU

: Log-Mel Spectrogram

s

-

Multitask training format

identification Transcription

Language X=X

cross attention

— =

Y

self attention

@ Transformer
Decoder Blocks

self attention

Y

R

G )
Learned

E)(—% Positional

A Encoding

0.0 | The |quick| ...

TRANS-
CRIBE

‘SOT‘ EN

Tokens in Multitask Training Format

Time-aligned transcription

i

i i

LANGUAGE

) 3 z
TAG TRANSCRIBE - I':Iemg: J text tokens :r:i 000 t:le"g: text tokens :

previous START OF
e ik text tokens TRANSCRIPT

T

Custom vocabulary /
prompting

special text timestamp )
tokens tokens tokens

NO NO
SPEECH } (AL J TIMESTAMPSH b v
Vc:c;eitcig‘:ty >_(r - EINgHSh Text-only transcription
(VAD) ranslation (allows dataset-specific fine-tuning)
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Microsoft Azure

Text to Speech (TTS)

Text SSML

You can replace this text with any text you wish. You can either write in this text box or paste your
own text here.

Try different languages and voices. Change the speed and the pitch of the voice. You can even
tweak the SSML (Speech Synthesis Markup Language) to control how the different sections of the
text sound. Click on SSML above to give it a try!

Enjoy using Text to Speech!

Language

English (United States)

Voice

Jenny (Neural)

Speaking style

General

Speaking speed: 1.00

=)

Pitch: 0.00

Play

=)

https://azure.microsoft.com/en-gb/products/cognitive-services/text-to-speech/
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Hugging Face

~ Hugging Face rch mox dat Models Datasets Spaces Docs Solutions  Pricing ~= LogIn Sign Up

L)
A/

The Al community
building the future.

Build, train and deploy state of the art models powered by

the reference open source in machine learning.

C) star 58,696
https://huggingface.co/ 128



https://huggingface.co/

BLOOM

BigScience Large Open-science Open-access Multilingual Language Model

a BigScience initiative

BLIEM

176B params - 59 languages - Open-access

BigScience Large Open-science Open-access Multilingual Language
Model

Version 1.3 /6 July 2022
Current Checkpoint: Training Iteration 95000

Total seen tokens: 366B

Downloads last month
12,875

Hosted inference API
[» Text Generation

Groups v

| love bloom. Super simple, but so effective! | went
through a similar process a couple of years ago
when |

Yz

sampling (D BLOOM prompting tips

Switch to "greedy" for more accurate completion e.g.
math/history/translations (but which may be
repetitive/less inventive)

Compute #+Enter 1.3

https://huggingface.co/bigscience/bloom
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OpenAl Whisper

~ . Hugging Face 2arch models Models Datasets Spaces Docs Solutions  Pricing =
B © whisper O Q like Running
App Files Community €&

s Whisper

Whisper is a general-purpose speech recognition model. It is trained on a large dataset of diverse
audio and is also a multi-task model that can perform multilingual speech recognition as well as
speech translation and language identification. This demo cuts audio after around 30 secs.

You can skip the queue by using google colab for the space:

ZC Open in Colab
A Transcribe

https://huggingface.co/spaces/openai/whisper 130

» 0:05/0:05 L DI



https://huggingface.co/spaces/openai/whisper

Computer vision in the metaverse

with scene understanding, object detection, and human action/activity recognition

Scene: garden human, watering
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DUALENC: A KG-to-Text Generation Model
KG and Graph via Dual-encoding

- Crapn ENCOder ...o.ccoccsonscaciacian, i

I | - AR = )

Input 2 U o B /

Triples
p 5 \ S @ :
: [ predicate2 | i AR - i A -

-----------------------------------------------
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Generative Al
Research Areas,
Applications
and
Companies

CodeParo

§
§

DeepMind

@‘
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Applications of Generative Al Models

Application Platform/Software Company

Year Papaer Link

ChatBot
ChatBot
ChatBot
ChatBot
ChatBot
ChatBot
Music
Music
Code
Code
Code
Code
Art

Art

Art

Art
Education

Algorithm

Xiaoice
Meena
BlenderBot
ChatGPT
Alexa

Lex

AIVA
Jukebox
CodeGPT
CodeParrot
Codex
CoPilot
DALL-E-2
DreamStudio
craiyon
Imagen
Minerva
AlphaTensor

Microsoft
Google
Meta
OpenAl
Amazon
Amazon
Aiva Tech
OpenAl
Microsoft

CodeParrot

OpenAl
Microsoft
OpenAl
Stability
OpenAl
Google
Google
DeepMind

2018
2020
2022
2022
2014
2017
2016
2020
2021
2022
2021
2021
2022
2022
2021
2022
2022
2022

[200]
[201]
[202]
[10]

[203]
[204]
[205]
[206]
[206]
[5]
[13]
[1]
[152]
[207]
[208]

Xiaoice
Meena Blog
Blenderbot
ChatGPT
Amazon Alexa
Amazon Lex
AIVA

Jukebox
CodeGPT
CodeParrot
Codex blog
CoPilot
DALL-E-2 Blog
Dreamstudio
Craiyon
Imagen
Minerva Blog
AlphaTensor
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1. B FNAIRE RS

Basic Concepts of Generative Al

2. ChatGPTRI E A R FT18E

Basic Principles and Functions of ChatGPT

3. £ R FNAIFE K I RA B

Generative Al for ESG and Sustainable Development

4. AIFEK B R L= E

Issues of Al for Sustainable Development

<

Sus?
<
)
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Al for
Sustainable
Development




ESG:

Environmental

Social

Governa nce



CSR:
Corporate
Social
Responsibility




ESG to 17 SDGs
ENVIRONMENT SOCIAL GOVERNANCE

CLEAN WATER NO GOOD HEALTH GENDER DECENT WORK AND
AND SANITATION POVERTY AND WELL-BEING EQUALITY ECONOMIC GROWTH

e o

1 CLIMATE QUALITY GENDER CLEAN WATER 1 CLIMATE
ACTION EDUCATION EQUALITY AND SANITATION

& &

ACTION

14 LIFE DECENT WORK AND 10 REDUCED 16 PEACE, JUSTICE 17 PARTNERSHIPS
BELOW WATER ECONOMIC GROWTH INEQUALITIES AND STRONG FOR THE GOALS
o INSTITUTIONS

\
Ve
-

4€.> 1_

1 PEACE, JUSTICE
AND STRONG
INSTITUTIONS

Source: Henrik Skaug Szetra (2021) "A Framework for Evaluating and Disclosing the ESG Related Impacts of Al with the SDGs." Sustainability 13, no. 15 (2021): 8503. 139



ESG to 17 SDGs

B Environment ™ Social ™ Governance

1: End Poverty

2: Zero Hunger

3: Good Health and Well-Being

4: Quality Education

5: Gender Equality

6: Clean Water and Sanitation

7: Affordable and Clean Energy

8: Decent Work and Economic Growth

9: Industry, Innovation, and Infrastructure
10: Reduced Inequalities

11: Sustainable Cities and Communities
12: Responsible Consumption and Production
13: Climate Action

14: Life Below Water

15: Life on Land

16: Peace, Justice, and Strong Institutions
17: Partnerships for the Goals

Source: https://sustainometric.com/esg-to-sdgs-connected-paths-to-a-sustainable-future/ 140
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for
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Al and Sustainability Development Goals (SDGs)

SDGs 1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17
N o » 0] ® 5 5 0 Q 5 =
g | B (8Q| 2|9 |82/35|8F(32| % (82|23 2|5 |5 |2¢|3%
° S |29 | & S |20 |89 (|SQ|8c| & |32 @ | 3 =0 | o3
o Q Q = Q D> |l@ag|a®|aw c 30 T8 o) o o c 2|83
< 2 > < | 8 |25 |<e|32|55| 8 |E5|8S| 7@ | 2|2 (22|22
@ S ® ® o o ;é, S |=s5|&§-* n SO Ao °) T 9% |79
2 | @ ® | o | § [ = o |95 |25 5 |FE2|s5T5| a 2 > |26 =}
S S| § | 5 S 8|S233| 2 (8|25 5 | £ | @ = B
& O ® 3|0 ®o | o o | o 9 S 8
8 = | & = Qs g s | & = (38| > @ )
al| S Q Q [Fa 2 2 & 7 - S o
2 8 S| & ® c e
LA = o | @ 3 g =
1 5 g 3
Economic 8 ® ® o e
Ecological o o) o o e ° ®
Social e ® ° ® ® ® ® ® ® e
POSitive 0 0 0 v) v) [v) 1Y) 0 [v) [v) 0 0 v) v) v) 0, V)
impact of Al* 100%| 76% | 69% |10%0| 56% [100% |100% | 92% |(100% | 90% [100% | 82% | 80% | 90% [100% | 58% | 26%

Note: e adopted from Vinuesa et al. (2020), o added based on our analysis.
*The assessment of Al’s possible positive impact is based on a consensus-based expert elicitation process (Vinuesa et al., 2020).
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Dimension Code characteristics
Primary Develop new (Al) Compare (Al) Apply (Al) Develop new Other objective
objective1 methods (717/95) | methods (39/95) | methods (63/95) system (20/95) (4/95)
Sustainability . . .
A I dimension Economic (23/95) Ecological (17/95) Social (72/95)
Sustainable SDG 1 SDG 2 SDG 3 SDG 4 SDG 5 SDG 6
Development (0/95) (2/95) (55/95) (6/95) (0/95) (0/95)
fo r Goals SDG 7 SDG 8 SDG 9 SDG 10 SDG 11 SDG 12
( s) (9/95) (7/95) (8/95) (1/95) (9/95) (8/95)
® om e SDG 13 SDG 14 SDG 15 SDG 16 SDG 17
Sustainabilit o o = g o
y Data source Reviews Social media/ Health records Environment/ Energy
Online forums Weather
(12/95) (31/95) (21/95) (10/95) (5/95)
‘E’Iit;"stiurce Single source (50/95) Multiple sources (44/95) N/A (1/95)
Data sensitivity Publicly available
data (64/95) Internal data (716/95) Other (11/95) N/A (9/95)
Manual labeling Yes (32/95) No (63/95)
Technology ML (91/95) NLP (42/95) CV (12/95) Other (21/95)
Type of learning . . . .
for ML approach Supervised learning (85/95) Unsupervised learning (23/95)
Neural vs. .
non-neural Non-neural (45/95) Neural (560/95) Deep learning (38/95)
Evaluation Technical evaluation (83/95) Domain evaluation (25/95)
Paradigm DSR/ADR (30/95) Non-DSR/ADR (64/95)
0-9 10-29 30-54 55-69 70-95
Notes: Code dimensions are not mutually exclusive; one article can be classified into one or more code characteristics; ' Compare’
does include ‘apply’.
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Research Topics of Al for Sustainability

* Building Upon Well-Investigated Al Research

* Taking a Holistic View on Sustainability and Closing Blind Spots
* Examining Opportunities for Data Collecting and Assembly

* Extending the Algorithmic Scope

* Exploring (Unintended) Effects from the Application of Al
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Exploring (Unintended) Effects from the
Application of Al

* Emerging streams of research on ethical principles by design should be
considered

* Responsible Al (Wang et al., 2020)

* Trustworthy Al (Thiebes et al., 2021)

* Explainable Al (Bauer et al., 2021; Lukyanenko et al., 2021)
* The use of advanced white-box ML models

* such as interpretable neural networks and explainable boosting
machines (Zschech et al., 2022).

* Such models can achieve high prediction qualities while providing
sufficient transparency, which is a crucial prerequisite to eliminating the
social injustices and discrimination effects in Al (Rudin, 2019)
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Artificial Intelligence for Sustainable Finance

* Developments in Artificial Intelligence (Al) and machine learning
have led to the creation of a new type of ESG data that do not
necessarily rely on information provided by companies.

e Al in the ESG field

* textual analysis to measure firms’ ESG incidents or verify the credibility
of companies’ concrete commitments

* satellite and sensor data to analyse companies’ environmental impact
or estimate physical risk exposures

* machine learning to fill missing corporate data (GHG emissions etc.)
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Al for Sustainable Finance

* Developments in Al and machine learning have led to the
creation of a new type of ESG data providers that analyse
and collect (or “scrape”) large amounts of unstructured
data from different internet sources

* Using Al and without necessarily relying on information
provided by companies
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Al for Sustainable Finance

* Textual analysis to measure firms’ ESG incidents

* Textual analysis to measure/verify the credibility of companies’
concrete commitments

* Machine learning to fill missing corporate data (GHG emissions
etc.)
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Textual analysis to measure firms’ ESG incidents

» Textual analysis tools (e.g., Natural Language Processing (NLP) and
knowledge graphs) help identify controversies and important ESG
news.

* A large number of textual analysis software has been developed over
the last decade, including Reprisk, Truvalue Labs, and others.

* They make it possible to finely measure controversies involving companies
on various subjects such as environmental policies, working conditions, child
labour, corruption, etc.

 Compared with traditional ratings, they have the advantage of more frequent
revisions, incorporating real-time company information.

149



Textual analysis to measure/verify the credibility

of companies’ concrete commitments
* Al to assess company disclosures

* The Task Force on Climate Related Financial Disclosures (TCFD) has
conducted an “Al review,” using a supervised learning approach to
identify compliance with the TCFD Recommended Disclosures.

* Analyse climate risks disclosure in 10-K reports using BERT, an advanced
language understanding algorithm, and identified an increase in
transition risks disclosure that outpaced those of physical risks.

* Use machine learning to automatically identify disclosures of five
different types of climate-related risks in companies’ annual reports for
more than 300 European firms.
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Textual analysis to measure/verify the credibility

of companies’ concrete commitments
* Al to assess company disclosures

* ClimateBERT, a context-based algorithm to identify climate-related
financial information from the reports (annual reports, standalone

sustainability, climate, or TCFD reports, firms' webpage) of 800 TCFD-
supporting companies.

 Whether climate disclosures improved after supporting the TCFD and analyse
the development of TCFD disclosures in different sectors and countries.

* Firms tend to cherry-pick disclosures on those TCFD categories containing the

least materially relevant information, supporting the idea that TCFD disclosure
is currently “cheap talk”.
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Machine learning to fill missing corporate data

(GHG emissions etc.)

* Greenhouse gas emissions (GHG emissions) are gases that trap
neat in the atmosphere and contribute to global warming.

* Large companies report their GHG emissions based on the GHG
Protocol of the World Business Council for Sustainable
Development (WBCSD).

* According to this Protocol, reporting on Scopes 1 and 2 is mandatory,
while reporting on Scope 3 (indirect emissions that occur in the
company’s value chain) is optional.

* In some sectors, Scope 3 is often the largest component of companies’
total GHG emissions.
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Machine learning to fill missing corporate data

(GHG emissions etc.)

* Estimating total GHG emissions requires to link, for each company,
each stage of its industrial processes with their carbon emissions.

* The information required to quantify companies’ use of those processes, or
their intensity in the overall annual production chain, is rarely publicly
available.

* This makes it difficult to apply such models for calculating company
emissions at a global level.

 Specialised data vendors (MSCI ESG CarbonMetrics, Refinitiv ESG Carbon
Data, S&P Global Trucost etc.) rely on simple models to predict the likely GHG
emissions of some of the companies that do not currently report, based on
sector level extrapolations (based on regression models based on the
company’s size, number of employees, income generated, etc.).
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COLLECTING DATA

Target Variables

= Total emissions

= Scopel, Scope?2 and
Scope 3 emissions

Predictors

= Scale of operations

= Businessmodel

= Technology
advancement

= Energy factors

= Environmentalfactors

Data source

= Thomson Reuters Eikon
= WorldBank

= |EA

PRE- PROCESSING DATA

Prefilter low quality data
= |Insufficient predictors
= Abnormaltrends

Data-transformation
= Log transformation

Outliers
= Remove outliers
= Winsorise outliers

Missing values

= List-wide deletion

= |mputationwith
historical dataand
peer groups

MODELEVALUATION

Hold-out folds . Training folds

Double 10-Fold
division for base-
learners and meta-
learners

00000
0000

PREDICTOR SELECTION
Classification

= GICS Sector

= GICS Group

= NAICS Sector

= Reclassified NAICS Sector
= Reclassified GICS Group
Firm characteristics

= GBB model

= GLS model

= Combined madel

= Extended model

= Step-wise model
Environmental factors

= Carbonlaw

= Countryincome group
Energy

Fiscal Years

0000
L ] JOX |
L JoI X

o X X

PREDICTION MODEL

BUILDING BASE-LEANERS
Linear models

= OLS

= ElasticNet

Non linear models
= Neural Network
= K Nearest Neighbours

Decisiontree ensembles
= Random Forests
= Extreme Gradient

Boosting

|

Modelling Strategy to Forecast Carbon Emissions with Al

BUILDING META-LEARNERS
Simple combination

= Arithmeticmean

= Median

Stacked generalization
= Meta OLS

= Meta ElasticNet

= Meta XGB

Hyper-parameter optimization metrics
= Mean Absolute Error (MAE)

Main Evaluation metrics:

= Mean Absolute Error (MAE)

= Wilcoxon Signed-Rank test
Robustness Tests

= Alternativemeasures (MAPE, PPAR)
= Testof percentileranking, mean difference and SP500

membership subgroup
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Sustainable Productivity:

Finance ESG

PRODUCTION

SUSTAINABLE  _ F
PRODUCTIVITY INANCE

DEVELOPMENT

F i Financial result

INANCE Financial expense

E Positive environmental contribution
NVIRONMENT Environmental impact

S Positive social contribution
CIAL Social burden

Positive governance contribution

G OVERNANCE

Governance expense

Return on sales, profit,
return on equity, ...

Management of energy,
waste, pollution water, ...

Equal opportunity,
collaboration & safety, ...

Compliance, shareholder

structure, innovation contribution, ...

G OVERNANCE
Use

Marketing & Product SCM & Production A : Quality :
. e Logistics Production Service
sales development purchasing planning assurance
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Sustainable Resilient Manufacturing
ESG

et of Prodycy;
FINANCE e Uct/o,’ ENVIRONMENTAL
€ N sales Equity Emissions —] Reuse
snl ] revenue ratio r impact = quota
{é@ Value creation Compensation
=0 [ per employee measures
GOVERNANCE =+~ SOCIAL
&Y. Innovation 1P  Renumeration 91P  Gender Long-term
" capability @ structures @ equality db view

Integration &

3 Working conditions in the
value chain [%T-’[% collaboration

Source: Huang, Ziqi, Yang Shen, Jiayi Li, Marcel Fey, and Christian Brecher (2021). "A survey on Al-driven digital twins in Industry 4.0: Smart manufacturing and advanced robotics." Sensors 21, no. 19: 6340. 156



ESG Indexes

*MSCI ESG Index
*Dow Johns Sustainability Indices (DJSI)
*FTSE ESG Index



MSCI ESG Rating Framework

@@ DATA

1,000+ data points on ESG policies, programs, and performance;

Data on 100,000 individual directors; up to 20 years of shareholder meeting
results

DI] EXPOSURE METRICS |MANAGEMENT METRICS

How exposed is the company How is the company managing
to each material issue? each material issue?

Based on over 80 business 150 policy/program metrics, 20
and geographic segment performance metrics;
metrics 100+ Governance Key Metrics

D
INSIGHT

Specialized ESG research
team provides additional

SOURCES

100+ specialized datasets
(government, NGO, models)

Company disclosure (10K, insight through:
sustainability report, proxy report) Company reports
3,400+ media sources monitored Industry reports
daily (global and local news Thematic reports

sources, governments, NGOs)

MONITORING &

QUALITY REVIEW

Systematic, ongoing daily monitoring of
controversies and governance events
In-depth quality review processes at all
stages of rating, including formal
committee review

Analyst calls & webinars

DATA OUTPUTS ||=§

Access to selected underlying data

Ratings, scores, and weights on
680,000 securities

17 years of history

158



MSCI ESG Key Issue Hierarchy

3 Pillars

Environment

10 Themes
Climate Change

35 ESG Key Issues

Carbon Emissions

Product Carbon Footprint

Financing Environmental Impact

Climate Change Vulnerability

Natural Capital

Water Stress
Biodiversity & Land Use

Raw Material Sourcing

Pollution & Toxic Emissions & Waste Electronic Waste
Waste Packaging Material & Waste
Environmental Opportunities in Clean Tech Opportunities in Renewable

Opportunities

Opportunities in Green Building

Energy

Social Human Capital Labor Management Human Capital Development
Health & Safety Supply Chain Labor Standards
Product Liability Product Safety & Quality Privacy & Data Security
Chemical Safety Responsible Investment
Consumer Financial Protection Health & Demographic Risk
Stakeholder Controversial Sourcing
Opposition Community Relations
Social Access to Communications Access to Health Care
Opportunities Access to Finance Opportunities in Nutrition &
Health
Governance Corporate Ownership & Control Pay
Governance Board Accounting
Corporate Business Ethics
Behavior Tax Transparency
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MSCI Governance Model Structure
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MSCI Hierarchy of ESG Scores

ESG Letter Rating

(AAA-CCC)

Pre-set score-to-letter-rating matrix

Final Industry
Adjusted Score (0-10)

Adjusted relative to Industry Peers, Exceptional overrides

Weighted Average Key
Issue Score (0-10)

Weighted average of underlying pillar scores

Environment Pillar Social Pillar
Score (0-10)

Governance Pillar
Score (0-10)

Score (0-10)
Each pillar is organized into underlying themes;
Environmental and Social Pillar and Theme Scores derive from Deduction-based scoring
the weighted average of underlying Issue scores model applied

Environmental Key Social Key Issue
Issue Scores (0-10)

Governance Key Issue

Scores (0-10) Scores (0-10)

Key Metrics:

Indicators: Indicators: Indicators: Indicators: Ownership Characteristics;

Business Strategy Business Strategy Board & Committee
Segments; Programs & Segments; Programs & Composition;
Geographic Initiatives Geographic Initiatives Pay Figures;
Segments; Performance Segments; Performance Accounting Metrics;
Co-specific Controversies Co-specific Controversies Policies & Practices
indicators indicators Business & Geographic

Segments; Controversies

Raw Data
Company financial and sustainability disclosure, specialized government & academic data sets, media searches, etc.
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FTSE Russell ESG Ratings

Tax
Transparency
Biodiversity
Risk
Management

Corporate Pollution &
Governance Resources

Corruption Security

Customer
Standards Responsibility

Human Rights
& Community

SUpp,y Chain: Soc\a\
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RETNADITICY Sustainalytics
ESG Risk Ratings

Sustainalytics’ ESG Risk Ratings measure a company’s
exposure to industry-specific material ESG risks and
how well a company is managing those risks.

Negligible Low Medium High Severe

0-10 10 - 20 20 - 30 30-40 40+



TruValue Labs

FACTSET Truvalue
ESG Ranks

* Truvalue Labs applies Al to analyze over 100,000 sources and uncover
ESG risks and opportunities hidden in unstructured text.

* The ESG Ranks data service produces an overall company rank based on
industry percentile leveraging the 26 ESG categories defined by the
Sustainability Accounting Standards Board (SASB).

* The data feed covers 20,000+ companies with more than 13 years of
history.
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Al for Social Good (Al4SG)
Al for Sustainable Development
Al4SG 10 Guidelines
* Al Technology (G1, G2, G3)
* Applications (G4, G5, G6, G7, G8)
* Data Handling (G9, G10)



Al4SG 10 Guidelines
Al Technology (G1, G2, G3)

* G1: Expectations of what is possible with Al need to be well-
grounded.

* G2: There is value in simple solutions.

* G3: Applications of Al need to be inclusive and accessible, and
reviewed at every stage for ethics and human rights
compliance.
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Al4SG 10 Guidelines
Applications (G4, G5, G6, G7, G8)

* G4: Goals and use cases should be clear and well-defined.

* G5: Deep, long-term partnerships are required to solve large
problems successfully.

* G6: Planning needs to align incentives, and factor in the limitations
of both communities.

* G7: Establishing and maintaining trust is key to overcoming
organisational barriers.

* G8: Options for reducing the development cost of Al solutions
should be explored.
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Al4SG 10 Guidelines
Data Handling (G9, G10)

* G9: Improving data readiness is key.

* G10: Data must be processed securely, with utmost respect for
human rights and privacy.
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Al for Social Good (Al4SG)
Domains and Technlques

Cognitive modeling- 0 0 0 0 0 0 0 1
Constraint satisfaction and optimization 2 5 31 48 20 26 9 59 173
Cognitive systems- 1 2 2 7 2 3 1 5 20 150
Computer vision 3 8 12 20 6 12 7 19 79
Game playing and interactive entertainment- 0 1 0 1 0 0 0 0 2
Game theory and economic paradigms- 3 5 30 6 11 31 1 16 78 120
Human-AI collaboration- 1 8 11 23 9 6 6 17 69
% Human computation and crowd sourcing- 1 5 6 20 45 12 11 15 98
E Heuristic search and optimization 1 3 11 14 8 8 6 26 69 20
5 Knowledge representation and reasoning. 0 0 0 5 3 2 0 1 11
Multiagent systems- 2 7 47 19 16 22 8 31 122
Machine learning- 12 = 27 [NOS - 53 65" 36 BB 160 ot
Natural language processing 4 12 6 18 10 10 5 3 58
Planning, routing, and scheduling- 9 1 48 43 14 28 31 84 210
Robotics- 3 12 10 4 5 4 10 47 -
Reasoning under uncertainty 4 3 30 23 8 6 6 13 78
Total 40 78 225 344 155 177 90 253 1176
& 0 SO GO R P ’
A o T Y % e & o
R ¥ ov° o o DA (V”“Q w“g?
o o0 & *
%&oo oo@\&o O o
Go‘“‘oa S
Domain
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NLP for Social Good (NLP4SG)

Titl
= ACL Anthology Paper Absltcht

Is it closely related to Social Good?
' Subtask 1: Binary Classification |

\/
Which SDG goal(s)? Yes What technology?

' Subtask 2: Multi-Label Classification | 'Subtask 3: Salient IE |
_/
f What task? \

[Goal 1. Poverty] 6 Infection Detection [ LLMs ] [ RNNs]
|Goal 2. Hunger || =~ | — "™ |GNNs | [CNNs |

Q Goal 3. Health O Boltzmann
[ Essay Scoring ] Machines

\_ ) \_ 5

[ Job Matching ]

171



NLP for Social Good (NLP4SG)

Good Health and Well-Being

Quality Education P
Gender Equality

Clean Water and Sanitation .~~~ =~ .

Affordable and Clean Energy

Decent Work and Economiﬁsfrowth . \’».;‘

v — ol
Industry, Innovation and Infrastrucure

Reduced Inequalities

Sustainable Cities and Communities
Responsible Consumption and Production

Life on Land
Peace, Justice and Strong Institutions

Partnership for the Goals

Visualization

=
=)
- i

classification

coreference resolution
covid 19

event extraction

fact checking

fake news detection

hate speech

hope speech detection
inference
information retrieval

machine translation

named entity recognition

natural language generation
nlp applications

parsing

part of speech

question answering

relation extraction

rumor detection

sentiment analysis

stance detection
text summarization
toxic spans detection

annotati... i
attention

automatic speech recognition - models

bert

classifiers
conditional random field

convolutional neural network

deep neural network
domain adaption
ensemble methods

fact checking models
hybrid approach
language models
language technology
Istm

machine learning methods
ner models

nlp models

part of speech models
recurrent neural networks
roberta

topic models

transfer learning

transformers
word embeddings

Other methods
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Challenges of Al for Sustainable Finance

*Transparency
*Manipulation risks
*Costs



Challenges of Al for Sustainable Finance

Al methods can be a black box

* Subject to the same types of revisions in the methodologies as in
traditional ESG ratings

* NLP techniques relying on an ontology can be incomplete and revised
ex-post.

* The criteria used by Truvalue Labs to assess ESG risks of companies
tend to largely overweight certain key issues (the ones that generate
the more ESG controversies), defined at the company level and which
can fluctuate over time, while for traditional rating providers, the
weightings tend to be more stable and evenly distributed



Challenges of Al for Sustainable Finance

 Alternative ratings based on NLP signhals become more of a public
“sentiment” indicator.

* More prone to manipulation
* When the primary source of data comes from blogs or social media
* Corporate disclosure can also be subject to manipulation

* Firms’ communication has been reshaped by machine and Al readership

* Managers are now avoiding words perceived as negative by computational
algorithms, exhibiting speech emotion favoured by machine learning
software
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Artificial Intelligence for Sustainable Finance

* Why Al may help sustainable finance?

* Briere, M., Keip, M., & Le Berthe, T. (2022). Artificial Intelligence for Sustainable Finance: Why it May
Help. Available at SSRN 4252329.

* How does artificial intelligence boost sustainable development?

 Schoormann, T., Strobel, G., Mdller, F., Petrik, D., & Zschech, P. (2023). Artificial Intelligence for
Sustainability—A Systematic Review of Information Systems Literature. Communications of the
Association for Information Systems, 52(1), 8.

* Does sustainability generate better financial performance?

e Atz, U, Van Holt, T., Liu, Z. Z., & Bruno, C. C. (2023). Does sustainability generate better financial
performance? review, meta-analysis, and propositions. Journal of Sustainable Finance & Investment,
13(1), 802-825.

* What are the major research topics in Al for Sustainable finance?

 Kumar, S., Sharma, D., Rao, S., Lim, W. M., & Mangla, S. K. (2022). Past, present, and future of
sustainable finance: Insights from big data analytics through machine learning of scholarly research.

Annals of Operations Research, 1-44.
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Applying Al technology to construct knowledge graphs of cryptocurrency anti-money

laundering: a few-shot learning model
¢ MOST, 110-2410-H-305-013-MY2, 2021/08/01~2023/07/31
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Policies. Carbon Emission Sentiment Index with Al Text Analytics
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Research on speech processing, synthesis, recognition, and sentence construction of people

with language disabilities. Multimodal Cross-lingual Task-Oriented Dialogue System
« NTPU, 112-NTPU_ORDA-F-004, 2023/01/01~2025/12/31

Use deep learning to identify commercially dental implant systems - observational study
« USTP-NTPU-TMU, USTP-NTPU-TMU-112-01, 2023/01/01~2023/12/31

Metaverse Avatar Automatic Metadata Generation Module
 FormosaVerse x NTPU, NTPU-111A413E01, 2022/12/01~2023/11/30

Establishment and Implement of Smart Assistive Technology for Dementia Care and
Its Socio-Economic Impacts. Intelligent, individualized and precise care with smart AT

and system integration
« MOST, 111-2627-M-038-001-, 2022/08/01~2023/07/31
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