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Abstract. We study a free boundary problem associated with the curvature dependent
motion of planar curves in the upper half plane whose two endpoints slide along the horizon-
tal axis with prescribed fixed contact angles. Our first main result concerns the classification
of solutions; every solution falls into one of the three categories, namely, area expanding,
area bounded and area shrinking types. We then study in detail the asymptotic behavior of
solutions in each category. Among other things we show that solutions are asymptotically
self-similar both in the area expanding and the area shrinking cases, while solutions converge
to either a stationary solution or a traveling wave in the area bounded case. We also prove
results on the concavity properties of solutions. One of the main tools of this paper is the
intersection number principle; however, in order to deal with solutions with free boundaries,
we introduce what we call “the extended intersection number principle”, which turns out to
be exceedingly useful in handling curves with moving endpoints.

1. Introduction

This paper deals with the following free boundary problem, which we shall call (P):

ut =
uxx

1 + u2x
+ c
√
1 + u2x, x ∈ (l−(t), l+(t)), t > 0,(1.1)

u(l±(t), t) = 0, t > 0,(1.2)

ux(l±(t), t) = ∓ tanψ±, t > 0,(1.3)

u(x, 0) = u0(x), x ∈ [l0−, l
0
+], l±(0) = l0±,(1.4)

where we assume that ψ± ∈ (0, π/2), c > 0 and −∞ < l0− < l0+ <∞.

The problem (P) arises in the study of a curvature flow with driving force described as

follows. Let Γ0 be a smooth oriented curve in the upper half-plane whose endpoints lie on

the x-axis with given contact angles ψ− on the left and −ψ+ on the right:

Γ0 := {(x(τ), y(τ)) : 0 ≤ τ ≤ 1}, (x′(τ), y′(τ)) ̸= (0, 0) for 0 ≤ τ ≤ 1,

y(0) = y(1) = 0, x′(0) = y′(0) cotψ−, x′(1) = −y′(1) cotψ+.
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Here the “contact angle” refers to the angle of the tangent vector measured from the positive

x-axis with range (−π/2, π/2). Thus the interior angles between Γ0 and the horizontal line

are ψ− and ψ+, respectively. Given such a curve Γ0, we consider a problem of finding a

family of oriented curves {Γ(t)}t≥0, with Γ(0) = Γ0, that evolve by the equation

V = κ+ c,(1.5)

while keeping the endpoints on the x-axis with the same fixed contact angles as above. Here

V denotes the normal velocity, κ the (signed) curvature, and c is a positive constant that

represents a driving force. The signs of V, κ are chosen in accordance with the orientation

of the curve, in which the reference normal vector points toward the left-hand side of the

tangent vector. When the curve Γ(t) is a graph of a function y = u(x, t), x ∈ [l−(t), l+(t)],

where l±(t) denote the position of the endpoints of the curve Γ(t), this problem reduces to

solving the problem (P). In this paper, we shall focus on this case. We also assume that

(1.6) u0(x) > 0 for x ∈ (l0−, l
0
+) , u

0(l0±) = 0, u0x(l
0
±) = ∓ tanψ±, u

0 ∈ C1+α([l0−, l
0
+]),

where α ∈ (0, 1). For some technical reasons, we shall assume throughout this paper that

1/2 < α < 1. For the reader’s convenience, we shall provide the proof of the local existence

and uniqueness of the solution to problem (P) under (1.6) with 1/2 < α < 1 in the Appendix.

As we shall see, the solution is C∞ up to the boundary.

The equation (1.5) comes from various fields. For example, it describes the motion of a

superconducting vortex [14]. Also, it appears in the study of the traveling curved fronts

(V-shaped waves) [35], the Belousov-Zhabotinsky reaction [6] and the Allen-Cahn model

in chemistry [17]. As for the contact angle condition (1.3), it can be seen in the study of

capillary drop dynamics and wetting phenomenon (cf. [18, 12, 5, 13]). We remark that

our model has some similarities to the wetting phenomenon. For example, when we place

a (partial wetting) liquid drop on a solid plane, we may regard Γ(t) as the vertical slice of

the free surface of the drop at time t. The drop can spread on a horizontal surface or slide

down an inclined plane driven by surface tension. Also, shrinking drops can be observed

from a wetting evaporating liquid on a smooth solid substrate. However, from the contact

line dynamics, the contact angle usually changes in time (in equilibrium, the contact angle is

determined by Young’s law) depending on the velocity of the drop (cf. [12, 38, 29]). On the

other hand, if one assumes that the dynamics is more of a global nature, then one ends up

with constant contact angle condition on the free boundary, but with a thin-film equation

in the wetted region (see, e.g., [36, 21]).

When c = 0, equation (1.5) is called the classical curve shortening flow, and there is

extensive literature on this subject both for simple closed curves and non-simple ones (or

hypersurfaces); we refer the reader to [4, 22, 23] and the references cited therein. As for the
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free boundary problem (P) with c = 0, it appears in the study of evolution of grain domains

in polycrystals, see, e.g., [25, 26, 27, 34]. The intersection of two grain domains forms a

grain boundary which is usually modeled by equation (1.5) with c = 0 (cf. [1, 2, 30]). For

mathematically rigorous studies of problem (P) with c = 0, we refer to the work [9] and the

references cited therein. See also [10, 24]. In particular, it is shown in [9] that the problem

(P) with c = 0 has a unique self-similar shrinking solution and every solution Γ(t) shrinks

to a point in finite time in an asymptotically self-similar manner.

As for the problem (P) with c > 0, which is the subject of the present paper, one observes

far richer phenomena than the case c = 0. The asymptotic behavior of the solution depends

on the balance between the curvature and the driving force. If the curvature dominates

the driving force, the curve Γ(t) shrinks to a point in finite time, as in the case c = 0.

On the other hand, if the driving force dominates the curvature eventually, the curve keeps

expanding for all large time. It can also happen that the curvature remains in delicate

balance with the driving force. In that case, Γ(t) remains bounded and converges either to a

stationary solution or to a traveling wave solution of (1.1)-(1.3). One of the main purposes

of the present paper is to classify the behaviors of solutions into these three types and offer

some criteria for these behaviors to occur. We also investigate detailed asymptotics of Γ(t)

for each type of behaviors.

Although our model is different from the classical wetting dynamics, this work may be

useful for the study of wetting phenomena. In this paper, we only consider the case with

a simply connected support. The case with multi-supports is still open (see [7] for the

case of linear heat equation). It would be also very interesting to extend our work to the

more general setting of anisotropic curvature flow and the case of surfaces of revolution (cf.

[40, 16, 31]). We left these problems as future studies.

Now we summarize our main results. Here and in what follows, [0, T ) will denote the

maximal time interval for the existence of a classical solution (u, l±) to the problem (P),

where T ∈ (0,∞]. We let A(t) denote the area of the domain enclosed by Γ(t) and the

x-axis, and L(t) the length of Γ(t), namely,

(1.7) A(t) :=

∫ l+(t)

l−(t)

u(x, t)dx, L(t) :=

∫ l+(t)

l−(t)

√
1 + u2x(x, t)dx.

Our first main result gives complete classification of the behavior of solutions:

Theorem 1.1 (Classification). Any solution of (P) belongs to one of the following types:

(A) [Expanding] T = ∞, and both L(t) and A(t) tend to ∞ as t→ ∞.

(B) [Bounded] T = ∞, and both L(t) and A(t) remain bounded from above and below by

two positive constants as t→ ∞.

(C) [Shrinking] T <∞, and both L(t) and A(t) tend to 0 as t→ T .
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In Section 5, we shall give some criteria for the above classification. Among other things

it will be shown that if the initial data satisfies

A(0) >
1

π

(
ψ+ + ψ−

c

)2

,

then the solution is of type (A), while if

L(0) <
2(1− cosψmin)

c
, ψmin := min{ψ−, ψ+},

the solution is of type (C). See Propositions 5.1 and 5.2 for details.

The next results are concerned with the concavity of the solution.

Theorem 1.2 (Preservation of concavity). Suppose that u(x, t0) is concave for some t0 ∈
[0, T ), then it remains strictly concave for all t ∈ (t0, T ). In particular, uxx(x, t) < 0 for

x ∈ (l−(t), l+(t)) for all t ∈ (0, T ), if (u0)xx ≤ 0 on (l0−, l
0
+).

Theorem 1.3 (Eventual concavity in the bounded case). Let (u, l±) be a solution of type

(B). Then there exists t∗ ≥ 0 such that u(·, t) is strictly concave for all t ∈ (t∗,∞).

Theorem 1.4 (Eventual concavity in the shrinking case). Let (u, l±) be a solution of type

(C). Then there exists t∗ ∈ [0, T ) such that u(·, t) is strictly concave for all t ∈ (t∗, T ).

Our final results give more precise description of the asymptotic behavior of solutions for

types (A)–(C). We first deal with type (A), the expanding case. In this case, as time passes,

the effect of the curvature becomes smaller and smaller compared with the constant forcing

term, so one may expect that the asymptotic behavior of the solution is well approximated

by the solution of V = c. As we see below, this is indeed the case, and the profile of the

solution approaches that of a self-similar solution of V = c.

To explain this result, we first note that the solution of V = c is expressed by the graph

of a function y = g(x, t) satisfying

gt = c
√
1 + g2x.(1.8)

Under the boundary conditions corresponding to (1.2) and (1.3), the above equation has a

unique self-similar solution of the form g(x, t) = tG(x/t), where G(ζ) is a function that is

defined on some interval p̂ ≤ ζ ≤ q̂ and satisfies

G(ζ) > 0, G(ζ)− ζG ′(ζ) = c
√

1 + (G ′)2(ζ), p̂ < ζ < q̂,(1.9)

along with the boundary conditions

G(p̂) = G(q̂) = 0, G ′(p̂) = tanψ−, G ′(q̂) = − tanψ+.(1.10)

The constants p̂, q̂ ∈ R with p̂ < q̂ are determined uniquely by the condition

−p̂ sinψ− = q̂ sinψ+ = c.(1.11)
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For any given ψ± ∈ (0, π/2) and c > 0, the problem (1.9)-(1.10) is solvable if and only if

(1.11) holds, and the solution is given by

(1.12) G(ζ) = G(ζ;ψ±) :=


(tanψ−)(ζ − p̂), p̂ ≤ ζ ≤ −c sinψ−,√
c2 − ζ2, −c sinψ− ≤ ζ ≤ c sinψ+,

−(tanψ+)(ζ − q̂), c sinψ+ ≤ ζ ≤ q̂

with p̂, q̂ as in (1.11). From (1.11) one sees that p̂ < −c < 0 < c < q̂. Geometrically, the

graph of G consists of a part of the circle and two line segments in the upper half plane. In

the expression (1.13) below, we understand that G = 0 outside the interval [p̂, q̂].

Theorem 1.5 (Asymptotics for the expanding case). Let (u, l±) be a type (A) solution of

(1.1)-(1.4) and let G = G(ζ;ψ±) be defined by (1.12). Then there exist a function ρ(t)

satisfying limt→∞[ρ(t)/t] = 1 and a constant t0 > 0 such that

ρ(t)G
( x

ρ(t)

)
≤ u(x, t) ≤ (t+ t0)G

( x

t+ t0

)
(1.13)

for all x ∈ [l−(t), l+(t)] and t > 0. Consequently

lim
t→∞

±l±(t)
t

=
c

sinψ±
,(1.14)

lim
t→∞

u(x, t)

tG(x/t)
= 1 uniformly on compact subsets of R.(1.15)

Next, in the case of type (B), one may expect that the solution converges to a stationary

solution if a stationary solution exists. Indeed, when ψ+ = ψ−, the problem (P) admits a

stationary solution whose shape is a portion of a circle with radius 1/c. However, in the case

ψ+ ̸= ψ−, there is no positive stationary solution. As we see from the theorem below, the

solution converges to a traveling wave in this case.

A traveling wave of the problem (P) is a solution that has the form u(x, t) = Φ(x−νt−a),
where ν denotes the wave speed, Φ(ξ) is a function that defines the profile of the wave and a

is an arbitrary constant that adjusts the phase. Substituting this form into (1.1)-(1.3) yields

the following, where β > 0 is some constant and Φ is normalized in such a way that the

center of its support goes to the origin:
Φξξ

1 + Φ2
ξ

+ νΦξ + c
√

1 + Φ2
ξ = 0 in (−β, β),

Φ(±β) = 0, Φξ(±β) = ∓ tanψ±.

(1.16)

Multiplying (1.16) by Φξ/
√

1 + Φ2
ξ and integrating it over [−β, β], we easily see that ν > 0

(resp. = 0, < 0) if and only if ψ− − ψ+ > 0 (resp. = 0, < 0); see Proposition 2.9 for a

different proof. Thus, if ψ− = ψ+ =: ψ, we have ν = 0, in which case Φ is a stationary
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solution. We shall distinguish this case by using the notation ϕ instead of Φ:
ϕxx

1 + ϕ2
x

+ c
√

1 + ϕ2
x = 0 in (−β, β),

ϕ(±β) = 0, ϕx(±β) = ∓ tanψ.

The solution ϕ represents a portion of a circle with radius 1/c. In the following theorem, we

understand that Φ = 0 outside the interval [−β, β].

Theorem 1.6 (Asymptotics for the bounded case). (i) There exist unique constants β >

0 and ν ∈ R and a unique function Φ(ξ) that satisfy (1.16). Furthermore, the sign

of ν coincides with the sign of ψ− − ψ+.

(ii) Let (u, l±) be a solution of type (B). Then there exists a constant a ∈ R such that

u(x, t) → Φ(x− νt− a) uniformly for x ∈ [l−(t), l+(t)], and that l±(t)− νt→ a± β

as t→ +∞, where Φ, ν, β are as in (1.16). In the special case where ψ− = ψ+ =: ψ,

this means that u converges to a stationary solution ϕ(x− a) as t→ +∞.

From the physical point of view, the condition ψ+ ̸= ψ− means that the surface tension

on the floor that pulls the curve is different between the left and right endpoints, since the

contact angle is determined by the relation between the surface tension on the floor and that

on the curve. This explains intuitively why a traveling wave appears when ψ+ ̸= ψ−.

Lastly, as for type (C), we shall show that the curve Γ(t) shrinks to a point as t→ T in a

self-similar manner. In this case, as t approaches T , the solution behaves like a solution of

V = κ under the same boundary conditions. In what follows, by spatial translation, we may

assume without loss of generality that x = 0 is the limit point of the shrinking curve. As in

[9], we introduce the following similarity transformation:

z =
x√

2(T − t)
, s = −1

2
ln(T − t) ,

u(x, t) =
√

2(T − t)w(z, s), l−(t) =
√
2(T − t) p(s), l+(t) =

√
2(T − t) q(s).

Then u satisfies (1.1)-(1.4) if and only if w satisfies

ws =
wzz

1 + w2
z

− zwz + w +
√
2ce−s

√
1 + w2

z , z ∈ (p(s), q(s)), s > s0(1.17)

w(p(s), s) = w(q(s), s) = 0, s > s0,(1.18)

wz(p(s), s) = tanψ−, wz(q(s), s) = − tanψ+, s > s0,(1.19)

w(z, s0) = w0(z) := (2T )−1/2u0(z
√
2T ), z ∈ [l0−/

√
2T , l0+/

√
2T ],(1.20)
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where s0 := −1
2
lnT . If c = 0, the equation (1.17) is autonomous, and the stationary problem

for (1.17)-(1.19) is given in the form

φzz
1 + (φz)2

− zφz + φ = 0, z ∈ (p̄, q̄),(1.21)

φ(p̄) = φ(q̄) = 0,(1.22)

φz(p̄) = tanψ−, φz(q̄) = − tanψ+(1.23)

for some p̄ < q̄. It is shown in [9] that, for any ψ± ∈ (0, π/2), the problem (1.21)– (1.23) has

a unique solution φ(z); the constants p̄, q̄ are also uniquely determined by ψ±. Note that,

when c ̸= 0, the equation (1.17) is no longer autonomous but is asymptotically autonomous

as s→ +∞.

The following theorem gives asymptotics for type (C) in terms of the rescaled solution w.

Here we understand φ = 0 outside the interval (p̄, q̄).

Theorem 1.7 (Asymptotics for the shrinking case). Let (u, l±) be a solution of type (C) and

(w, p, q) be the corresponding solution of (1.17)-(1.20). Then (w(z, s), p(s), q(s)) converges

to the unique solution (φ(z), p̄, q̄) of (1.21)-(1.23) as s→ +∞ uniformly for z ∈ [p(s), q(s)].

The solution of (1.21)-(1.23) corresponds to a self-similar shrinking solution of the form

u(x, t) =
√

2(T − t)φ
( x√

2(T − t)

)
to the problem (P0), that is, the problem (P) with c = 0. As mentioned above, the exis-

tence and uniqueness of such φ has been established in [9]. Theorem 1.7 asserts that any

shrinking solution of (P) behaves like the unique self-similar solution of (P0) as t approaches

T . Intuitively this sounds reasonable as the curvature tends to infinity in the case (C) and

therefore the driving force c should become negligible.

One of the main tools in this paper is the intersection number argument. However, as

we are dealing with a free boundary problem in which the endpoints of the curve can slide

freely along the x-axis, the standard intersection number principle (cf. [3, 33]) dose not

work. Indeed, the number of intersections between two solutions may increase in time.

To overcome this difficulty, we introduce the notion of extended intersection number by

extending the solutions linearly below the x-axis outside their domain of definition, and

counting the number of intersections between the extended solutions. It turns out that this

extended intersection number does not increase in time; moreover, it drops strictly each

time a multiple zero occurs (see §2). We call this property the extended intersection number

principle, which turns out to be exceedingly useful in analyzing the problem (P).

The rest of this paper is organized as follows. In Section 2, we provide some preliminaries,

which include some a priori estimates, proof of the extended intersection number principle,
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and formulation of the curvature equation for a strictly concave solution. Section 3 is devoted

to the classification of solutions, while Section 4 deals with concavity properties of solutions.

In Section 5, we provide some criteria for determining the types of solutions (among (A),

(B), (C)) from their initial data. We shall also prove a result concerning the sharp transition

between types (A) and (C) (Theorem 5.1).

In Section 6, we study more detailed asymptotics for each of the types (A)–(C) and prove

Theorems 1.5, 1.6 and 1.7. The methods for proving these three theorems are all different.

For the expanding case, we use the method of super-sub-solutions. For the area bounded

case, we apply the extended intersection number principle to show the convergence of the

solution to a traveling wave or a steady-state. It may sound somewhat surprising that such a

convergence result follows simply by counting the intersection numbers, without constructing

a Lyapunov functional. As for the shrinking case, the proof of Theorem 1.7 goes in two steps:

We first show that the aspect ratio of the curve remains bounded (Proposition 6.2) by using

an idea similar to Grayson [23]. The boundedness of the aspect ratio implies that the rescaled

solution w possesses certain compactness properties. We then use a Lyapunov functional

borrowed from [28]. Here, the Lyapunov functional is not necessarily decreasing, partly

because of the presence of the free boundary, partly because (1.17) is non-autonomous since

c ̸= 0. However, since the perturbation term decays exponentially as s→ +∞, it creates no

problem in proving the convergence.

Finally, Section 7 is an appendix, where we prove the local existence and uniqueness of

the solution to the problem (P) and also prove the continuous dependence of solutions on

the initial data.

2. Preliminaries

In this section, we provide some preliminaries for later purposes. Before going into specific

topics, we remark that the existence of the local-in-time solution of (P), along with its

regularity, is discussed in Theorem 7.1 in Appendix. In particular, the solution (u(x, t), l±(t))

is C∞ in x, t for t > 0.

2.1. Some a priori estimates. Let [0, T ) be the maximal time interval for the existence

of a solution u to (P). In this subsection, we shall use the idea of [24] (or [9]) to derive some
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a priori bounds for ux, ut and uxx, respectively. We first introduce some notation:

Qτ := {(x, t) | x ∈ (l−(t), l+(t)), t ∈ (0, τ)}, for τ ∈ (0, T ],

ψmax := max{ψ+, ψ−}, ψmin := min{ψ+, ψ−},

M1 := ∥u0x∥L∞[l0−,l
0
+],

M2 := max

{
c

cosψmax

,

∥∥∥∥ u0xx
1 + (u0x)

2
+ c
√

1 + (u0x)
2

∥∥∥∥
L∞[l0−,l

0
+]

}
,

M3 :=M2(1 +M2
1 )− c,

M4 := − min
x∈[l0−,l0+]

u0xx > 0.

The following lemma is an easy consequence of the maximum principle.

Lemma 2.1. |ux(x, t)| ≤M1, ut(x, t) ≤M2, uxx(x, t) ≤M3 for all (x, t) ∈ QT .

Proof. First, let v := ux. Then, by differentiating (1.1) in x, we obtain

vt =
1

1 + u2x
vxx +

[
− 2uxuxx
(1 + u2x)

2
+

cux√
1 + u2x

]
vx.(2.1)

Since −M1 ≤ v ≤ M1 on the parabolic boundary of QT , it follows from the maximum

principle that |v| ≤M1 in QT .

Next, set v := ut. Differentiating (1.1) in t yields the same equation (2.1) for this v. One

can also deduce the following boundary conditions from (1.1), (1.2) and (1.3):

vx(l±(t), t) = ∓ 2

sin 2ψ±

[
v(l±(t), t)−

c

cosψ±

]
v(l±(t), t).

Hence any constant larger than c/ cosψmax is a super-solution of (2.1), which gives the bound

ut ≤ max{c/ cosψmax, ∥ut(·, 0)∥L∞}. Finally, the upper bound of uxx follows from (1.1) and

the upper bound of ut. This completes the proof of the lemma. �

Next we provide lower bounds for ut and uxx. We first introduce the following notation:

η−(t) := min{x ∈ (l−(t), l+(t)) | ux(x, t) = 0},

η+(t) := max{x ∈ (l−(t), l+(t)) | ux(x, t) = 0}.

Note that the functions η±(t) are not necessarily continuous. Indeed, η−(t) (resp. η+(t)) has

a positive (resp. negative) jump each time the left-most (resp. right-most) local maximum

of u(x, t) disappears. However, by the result of [3], such a situation can occur at most at

discrete time moments, since v = ux satisfies the equation (2.1).
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Lemma 2.2.

ut(x, t) ≥ C1 min
{
− ψmax

d(t)
, −K

}
+ c, 0 ≤ t < T, l−(t) ≤ x ≤ l+(t),(2.2)

uxx(x, t) ≥ C2 min
{
− ψmax

d(t)
, −K

}
, 0 ≤ t < T, l−(t) ≤ x ≤ l+(t),(2.3)

where C1 = tanψmax, K = 4M4/ψmin, C2 = (1 +M2
1 )C1 and

d(t) := min
τ∈[0,t]

min
{
u(η−(τ), τ), u(η+(τ), τ)

}
.

Proof. Let (u, l±) be a solution of (1.1)-(1.4). Define

J(x, t) := K−(t)u(x, t) + arctanux(x, t)− ψ−,

where K−(t) is a positive non-decreasing function that will be specified later. We define a

differential operator A by

AU :=
1

1 + u2x
Uxx +

cux√
1 + u2x

Ux.

Then we have( ∂
∂t

−A
)
arctanux =

uxt
1 + u2x

− 1

1 + u2x

( uxx
1 + u2x

)
x
− cux√

1 + u2x

uxx
1 + u2x

= 0,( ∂
∂t

−A
)
u = ut −

uxx
1 + u2x

− cu2x√
1 + u2x

=
c√

1 + u2x
> 0.

It follows that

(2.4) Jt −AJ = K ′
−(t)u+

cK−(t)√
1 + u2x

> 0,

where the derivative K ′
−(t) is to be understood in a generalized sense. Now we set

(2.5) K−(t) := max
{ ψ−

d(t)
,
4M4

ψ−

}
,

where M4 is the constant defined above. Then, since d(t) is non-increasing, K−(t) is non-

decreasing; hence (2.4) holds on QT . Furthermore, since u(η−(t), t) ≥ d(t), we have

(2.6) J(η−(t), t) ≥
ψ−

d(t)
u(η−(t), t)− ψ− ≥ 0, 0 ≤ t < T.

Note also that

J(l−(t), t) = 0, 0 ≤ t < T,(2.7)

J(x, 0) ≥ 4M4

ψ−
u0(x) + arctanu0x(x)− ψ− ≥ 0, x ∈ [l0−, η−(0)],(2.8)
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the latter being a consequence of Lemma 2.3 below. If η−(t) is continuous, then (2.6),

(2.7) and (2.8) imply that J ≥ 0 on the parabolic boundary of the domain Q−
T := {x ∈

(l−(t), η−(t)), t ∈ (0, T )}. This, together with (2.4) and the maximum principle, yields

(2.9) J(x, t) ≥ 0 for 0 ≤ t < T and x ∈ [l−(t), η−(t)]

provided that η−(t) is continuous. If η−(t) is not continuous, then, as mentioned above,

discontinuity may occur only at discrete time moments. Suppose η−(t) is discontinuous at

t = t0. Then the horizontal line segment [η−(t0), η−(t0+0)]×{t0} forms part of the parabolic

boundary of Q−
T . Since ux ≥ 0 on this line segment, we have J(x, t0) ≥ J(η−(t0), t0) ≥ 0 for

x ∈ [η−(t0), η−(t0 + 0)]. Thus, even if η−(t) is not continuous, J ≥ 0 on the entire parabolic

boundary of Q−
T , which establishes (2.9).

Now, by (2.7) and (2.9), we have Jx(l−(t), t) ≥ 0 for 0 ≤ t < T , which implies

(2.10)
uxx

1 + u2x
≥ −K−(t) tanψ−, 0 ≤ t < T,

where K−(t) is given in (2.5). Similarly, replacing J by the function

K+(t)u− arctanux − ψ+, where K+(t) := max
{ ψ+

d(t)
,
4M4

ψ+

}
,

and arguing as above in the region η+(t) < x < l+(t), we obtain

(2.11)
uxx

1 + u2x
≥ −K+(t) tanψ+, 0 ≤ t < T.

Now we define w := uxx/(1 + u2x). Then a direct calculation shows

wt =
1

1 + u2x
wxx +

[
− 2uxuxx

(1 + u2x)
2
+

cux√
1 + u2x

]
wx +

c√
1 + u2x

w2

≥ 1

1 + u2x
wxx +

[
− 2uxuxx

(1 + u2x)
2
+

cux√
1 + u2x

]
wx.

Note also that w(x, 0) ≥ minx uxx(x, 0) = −M4. Combining these with (2.10) and (2.11), we

see, by the maximum principle, that

w(x, t) ≥ min

{
−ψmax

d(t)
, −4M4

ψmin

}
tanψmax.

The estimates (2.2) and (2.3) then follow immediately from (1.1) and the estimate |ux| ≤M1.

The proof of Lemma 2.2 is complete. �

Lemma 2.3. Let w(x) be a C2 function defined on an interval [0, r] satisfying

w(0) = 0, w′(0) = tan θ, w′(x) > 0 (x ∈ [0, r) ), w′(r) = 0

for some θ ∈ (0, π/2). Then

sup
0<x≤r

θ − arctanw′(x)

w(x)
≤ −4

θ
min
0≤x≤r

w′′(x).
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Proof. Let r1 := min{x ∈ (0, r) | arctanw′(x) = θ/2}. Then, for x ∈ [r1, r],

θ − arctanw′(x)

w(x)
≤ θ

w(r1)
= 2

θ − arctanw′(r1)

w(r1)

On the other hand, for x ∈ (0, r1], we have

θ − arctanw′(x)

w(x)
≤

−
∫ x
0

w′′

1+(w′)2
dx

(tan θ
2
)x

≤ −2

θ
min
0≤z≤r

w′′(z).

This proves the lemma. �

2.2. Intersection number. One of the principal tools in our analysis is the intersection

number argument. The idea is to obtain information about the behavior of solutions by

counting the number of intersections between two solutions. For this method to work, the

number of intersections should not increase as time passes. However, as the endpoints of

the curve can slide freely in problem (P), the number of intersections may increase. In

order to overcome this difficulty, we introduce what we call the extended intersection number

principle, which we shall explain below.

Given a continuous function f : I → R defined on some interval I ⊂ R, by the zero number

of f on I we mean the number of sign changes of f on I; that is, the supremum of all integers

Nm ≥ 1 such that there exists an increasing sequence x0 < x1 < · · · < xNm in I satisfying

f(xk) · f(xk+1) < 0, for k = 0, . . . , Nm − 1.

We denote this number by ZI [f ]. If there is no such sequence {xk}Nm
k=0, we set ZI [f ] = 0.

This happens, for instance, if f has a constant sign or is identically equal to 0.

In order to define the extended intersection number, we assume that f 1 and f 2 are both

C1 functions defined on closed intervals I1, I2, respectively. We then extend each f i linearly

outside Ii to form a C1 function on R and denote this unique extension by f i∗, i = 1, 2. Then

we define the extended intersection number between f 1 and f 2 by

(2.12) Z∗[f
1, f 2] := ZR[f

1
∗ − f 2

∗ ].

The goal of this subsection is to prove that the extended intersection number of two solutions

of the problem (P), or its generalized version, does not increase in time.

To be more precise, let us consider the following generalized version of problem (P), which

we shall call (Q):

wt =
wxx

1 + w2
x

+ c
√

1 + w2
x, x ∈ (σ−(t), σ+(t)), t > 0,(2.13)

w(σ±(t), t) = 0, t > 0,(2.14)

wx(σ±(t), t) = ∓ tan θ±(t), t > 0,(2.15)

w(x, 0) = w0(x), x ∈ [σ0
−, σ

0
+], σ±(0) = σ0

±,(2.16)
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where θ±(t) are given positive smooth functions with values in (0, π/2). The problem (P)

is a special case of the above problem where θ±(t) ≡ ψ±. Then the above-mentioned linear

extension of w, which we denote by w∗, is given by

(2.17) w∗(x, t) =


(tan θ−(t))(x− σ−(t)), x ∈ (−∞, σ−(t)),

w(x, t), x ∈ [σ−(t), σ+(t)],

−(tan θ+(t))(x− σ+(t)), x ∈ (σ+(t),∞).

We shall also consider the problem in which one of the two free boundaries in the problem

(Q) is not present. If the left free boundary is missing, the solution is defined on the interval

−∞ < x ≤ σ+(t). We denote this problem by (Q+). The other case, where the solution is

defined on the interval σ−(t) ≤ x < ∞ will be denoted by (Q−). A particularly important

class of solutions of (Q−) is an upper portion of the following straight line:

(2.18) y = w−(x, t) := (tan θ−)(x− σ−(t)), σ−(t) := σ0 − ct/ sin θ−,

where θ− ∈ (0, π/2) and σ0 ∈ R are constants. Similarly, an upper portion of the following

straight line forms an important class of solutions of (Q+):

(2.19) y = w+(x, t) := −(tan θ+)(x− σ+(t)), σ+(t) := σ0 + ct/ sin θ+,

where θ+ ∈ (0, π/2) and σ0 are constants. In both cases, their extended solutions w±
∗

represent entire lines that move upward with normal speed c.

We are now ready to state the extended intersection number principle.

Proposition 2.4 (Extended intersection-number principle). Let (wi, σi±), i = 1, 2, be solu-

tions of (Q) for θ±(t) = θ i±(t) defined on some time interval 0 ≤ t < T1. Assume that:

(a) θ1−(t) ̸= θ2−(t) ∀ t ∈ [0, T1) or (b) θ1−(t) ≡ θ2−(t) on [0, T1),

and also that

(a′) θ1+(t) ̸= θ2+(t) ∀ t ∈ [0, T1) or (b′) θ1+(t) ≡ θ2+(t) on [0, T1).

Then the following holds:

(i) Z∗[w
1(·, t), w2(·, t)] is non-increasing in t ∈ [0, T1) and is finite for each t ∈ (0, T1).

(ii) If, for some t0 ∈ (0, T1), the curves y = w1(x, t0) and y = w2(x, t0) become tangential

at an interior point x0 ∈ (σ1
−(t0), σ

1
+(t0))∩(σ2

−(t0), σ
2
+(t0)) and if w1(x, t0) ̸≡ w2(x, t0),

then Z∗[w
1(·, t), w2(·, t)] drops at t = t0 at least by 2.

(iii) Let (b) or (b′) above hold. If, for some t0 ∈ (0, T1), the curves y = w1(x, t0) and

y = w2(x, t0) become tangential at one of their endpoints and if w1(x, t0) ̸≡ w2(x, t0),

then Z∗[w
1(·, t), w2(·, t)] drops at t = t0 at least by 1.

The same conclusion holds if w1 or w2 is a solution of (Q−) or (Q+) instead of (Q).
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Proof. We shall only consider the case where both w1 and w2 are solutions of (Q). The case

where one of them is a solution of (Q−) or (Q+) is basically the same and is easier.

In order to prove the assertion (i), it suffices to show that, for every t1 ∈ (0, T1) there

exists an ε > 0 such that Z∗[w
1(·, t), w2(·, t)] is finite and non-increasing on the interval

t1 − ε < t < t1 + ε. Let γ1(t), γ2(t) denote the curves y = wi(x, t) (i = 1, 2), respectively,

and γ1∗(t), γ
2
∗(t) the extended curves. We consider the following three cases separately:

• (Case 1) The four endpoints σi±(t) (i = 1, 2) are all different at t = t1.

• (Case 2) Some of the endpoints coincide at t = t1, but γ
1(t1) and γ2(t1) are not

tangential at any of the common endpoints.

• (Case 3) γ1(t1) and γ
2(t1) are tangential at some common endpoint.

We first consider (Case 1). Since σi±(t) (i = 1, 2) are continuous in t, there exists ε > 0 such

that these four endpoints are all different for every t ∈ [t1 − ε, t1 + ε]. It follows that

(2.20) Z∗[w
1(·, t), w2(·, t)] = ZI(t)[w

1(·, t)− w2(·, t)] + h∗(t) for ∀t ∈ [t1 − ε, t1 + ε],

where I(t) = [σ1
−(t), σ

1
+(t)] ∩ [σ2

−(t), σ
2
+(t)] and h∗(t) denotes the number of intersections

between the extended portion of the curves γ1∗(t), γ
2
∗(t), which consists of two pairs of half

lines below the x-axis with slopes ∓ tan θ i±(t) (i = 1, 2). By the assumption, θ1−(t)− θ2−(t) is

either never zero or identically equal to zero, and the same holds for θ1+(t)−θ2+(t). In view of

this and the fact that the four endpoints remain different from one another, one easily sees

that h∗(t) is independent of t ∈ [t1−ε, t1+ε]. On the other hand, note that w1(x, t)−w2(x, t)

never vanishes on the boundary of I(t) for any t ∈ [t1 − ε, t1 + ε] and w1(x, t) − w2(x, t)

satisfies a linear parabolic equation (by the help of the mean value theorem). Then the

result in [3] shows that ZI(t)[w
1(·, t)− w2(·, t)] is non-increasing in t ∈ [t1 − ε, t1 + ε] and is

finite for t ∈ (t1 − ε, t1 + ε]. Consequently Z∗[w
1(·, t), w2(·, t)] is finite and non-increasing in

t ∈ (t1 − ε, t1 + ε].

In (Case 2), we only consider the case where x1 := σ1
−(t1) = σ2

−(t1) and σ
1
+(t1) ̸= σ2

+(t1), as

other cases can be treated similarly. Set W (x, t) := w1
∗(x, t)− w2

∗(x, t). By the assumption,

the curves γ1(t1) and γ2(t1) are not tangential at the common endpoint x1. Therefore we

have W (x1, t1) = 0 and Wx(x1, t1) = tan θ1−(t1)− tan θ2−(t1) ̸= 0. Without loss of generality

we may assume Wx(x1, t1) > 0. Then, by the assumption, we have θ1−(t)− θ2−(t) > 0 for all

t ∈ [0, T1) and there exist positive constants δ, ε such that

w1
∗(x1 − δ, t) < w2

∗(x1 − δ, t) < 0 for t ∈ [t1 − ε, t1 + ε],

w1
∗(x1 + δ, t) > w2

∗(x1 + δ, t) > 0 for t ∈ [t1 − ε, t1 + ε],

Wx(x, t) > 0 for x ∈ [x1 − δ, x1 + δ], for t ∈ [t1 − ε, t1 + ε],

σ1
+(t) ̸= σ2

+(t) for t ∈ [t1 − ε, t1 + ε].
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Since w1
∗(x, t), w

2
∗(x, t) are straight lines in the region x ≤ x1 − δ with slopes tan θ1−(t) and

tan θ2−(t), respectively, we see that W (x, t) never vanishes for x ∈ (−∞, x1 − δ], while it

vanishes precisely once in [x1 − δ, x1 + δ] for each t ∈ [t1 − ε, t1 + ε]. It follows that

(2.21) Z∗[w
1(·, t), w2(·, t)] = 1 + ZI1(t)[w

1(·, t)− w2(·, t)] + h+∗ (t) for ∀t ∈ [t1 − ε, t1 + ε],

where I1(t) = [x1 + δ, min{σ1
+(t), σ

2
+(t)}] and h+∗ (t) denotes the number of intersections

between the extended portion of the curves γ1∗(t), γ
2
∗(t) that lie on the right-hand side of

σi+(t) (i = 1, 2). As in (Case 1), h+∗ (t) remains constant and ZI1(t)[w
1(·, t)− w2(·, t)] is non-

increasing and finite for t ∈ (t1−ε, t1+ε]. Consequently, Z∗[w
1(·, t), w2(·, t)] is non-increasing

and finite for t ∈ (t1 − ε, t1 + ε].

Next we consider (Case 3). In this case we have (b) or (b′) (or both). Without loss of

generality, we may assume (b) and that σ1
−(t1) = σ2

−(t1). For simplicity, we also assume

σ1
+(t1) ̸= σ2

+(t1), as the case σ1
+(t1) = σ2

+(t1) can be treated with minor modification of the

argument. Then, by Lemma 2.5 below, there exist positive constants δ, ε such that

Z∗[w
1(·, t), w2(·, t)] = Z[x1−δ,x1+δ][w

1
∗(·, t)− w2

∗(·, t)]

+ ZI1(t)[w
1(·, t)− w2(·, t)] + h+∗ (t) for ∀t ∈ [t1 − ε, t1 + ε],

(2.22)

where I1(t), h
+
∗ (t) are as in (2.21), and Z[x1−δ,x1+δ][w

1
∗(·, t)−w2

∗(·, t)] = j ≥ 1 for t ∈ [t1−ε, t1),
while Z[x1−δ,x1+δ][w

1
∗(·, t) − w2

∗(·, t)] = 0 for t ∈ (t1, t1 + ε]. As in (Case 2), h+∗ (t) remains

constant and ZI1(t)[w
1(·, t) − w2(·, t)] is non-increasing and finite for t ∈ (t1 − ε, t1 + ε].

Consequently, Z∗[w
1(·, t), w2(·, t)] is non-increasing and finite for t ∈ (t1 − ε, t1 + ε].

To prove the assertion (ii), suppose first that w1(x, t0) − w2(x, t0) changes sign at x =

x0. Then the result in [3] states that the number of zeros of w1(x, t0) − w2(x, t0) in a

small neighborhood of x0 changes from 2k + 1 to 1 at t = t0 for some positive integer k,

therefore, by (2.20), (2.21) and (2.22), Z∗[w
1(·, t), w2(·, t)] drops at least by 2k at t = t0.

Similarly, if w1(x, t0)−w2(x, t0) does not change sign at x = x0, then the number of zeros of

w1(x, t0) − w2(x, t0) in a small neighborhood of x0 changes from 2k to 0 at t = t0 for some

positive integer k, so again Z∗[w
1(·, t), w2(·, t)] drops at least by 2k at t = t0.

Finally the proof of the assertion (iii) is already included in the proof of (i) for (Case 3).

This completes the proof of the Proposition 2.4. �

Lemma 2.5. Let (wi, σi±), i = 1, 2, be as in Proposition 2.4. Assume that (b) holds, and

that x1 := σ1
−(t1) = σ2

−(t1) for some t1 ∈ (0, T1), while w
1(x, t1) ̸≡ w2(x, t1). Then there

exist constants δ, ε > 0 and a positive integer j such that

Z[x1−δ,x1+δ][w
1
∗(·, t)− w2

∗(·, t)] =
{
j for t ∈ [t1 − ε, t1),
0 for t ∈ (t1, t1 + ε].

Proof. Let θ(t) := θ1−(t) ≡ θ2−(t). Since wix(σ
i
−(t), t) = tan θ(t) > 0, we see from the

inverse function theorem that the functions y = wi(x, t) (i = 1, 2) can be expressed as
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x = vi(y, t) (i = 1, 2) locally around x = σi−(t). These functions v1, v2 satisfy

vt =
vyy

1 + v2y
− c
√
1 + v2y, y ∈ [0, δ1], t ∈ [t0 − ε, t0 + ε],

vy(0, t) = cot θ, t ∈ [t0 − ε, t0 + ε]

for some sufficiently small δ1, ε > 0. Set W (y, t) := v1(y, t)− v2(y, t). Then W satisfies

(2.23)

{
Wt = a(y, t)Wyy + b(y, t)Wy, y ∈ [0, δ], t ∈ [t0 − ε, t0 + ε],

Wy(0, t) = 0, t ∈ [t0 − ε, t0 + ε],

where

a(y, t) =
1

1 + (∂yv1)2
,

b(y, t) = − ∂yyv2(∂yv1 + ∂yv2)

[1 + (∂yv1)2][1 + (∂yv2)2]
− c(∂yv1 + ∂yv2)√

1 + (∂yv1)2 +
√
1 + (∂yv2)2

.

Consequently the even extension

W (y, t) :=

{
W (y, t), y ∈ [0, δ1], t ∈ [t0 − ε, t0 + ε],

W (−y, t), y ∈ [−δ1, 0], t ∈ [t0 − ε, t0 + ε],

satisfies (2.23) for y ∈ [−δ1, δ1] with both coefficients a and b replaced by their even exten-

sions. Since W (0, t0) = W y(0, t0) = 0, and since W (y, t) is an even function, we see from

the result in [3] that the number of zeros of W (·, t) on the interval [−δ1, δ1] is equal to some

even integer 2j for t ∈ [t0 − ε, t0), while it is equal to 0 for t ∈ (t0, t0 + ε], provided that

δ1, ε are chosen sufficiently small. This is equivalent to the statement of the lemma with an

appropriate choice of δ > 0, and the proof is complete. �

One of the typical situations in which the above proposition can be applied is when one

of w1, w2 is a solution of the problem (P) and the other is a straight line of the form (2.18)

or (2.19). These two types of lines do not include horizontal lines, but similar results hold

also for the horizontal ones. We summarize these results as follows.

Corollary 2.6. Let u be a solution of problem (P) defined for t ∈ [0, T ) and let u∗ denote

its extension defined in (2.17). For arbitrary constants θ ∈ (−π/2, π/2) and b ∈ R, define

w(x, t) := (tan θ)x+
ct

cos θ
+ b for x ∈ R, t ≥ 0.

Then the following holds:

(i) ZR[u∗(·, t)− w(·, t)] is non-increasing in t ∈ [0, T ) and is finite for each t ∈ (0, T ).

(ii) If, for some t0 ∈ (0, T ), the curves y = u(x, t0) and y = w(x, t0) become tangential

at some x0 ∈ (l−(t0), l+(t0)), then ZR[u∗(·, t)− w(·, t)] drops at t = t0 at least by 2.
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(iii) Let θ = ψ− or θ = −ψ+. If, for some t0 ∈ (0, T ), the curves y = u(x, t0) and

y = w(x, t0) become tangential at one of the endpoints l±(t0), then ZR[u∗(·, t)−w(·, t)]
drops at t = t0 at least by 1.

Proof. If θ ̸= 0, then w can be rewritten as either (2.18) or (2.19) with σ0 = b cot θ. Therefore

the conclusion follows immediately from Proposition 2.4.

Next we consider the case θ = 0, where w represent a horizontal line. If b > 0, then the

intersection between u∗ and w can occur only in the upper half plane where u∗ coincides

with u. Therefore the conclusion follows from the standard zero-number principle of [3]. If

b ≤ 0, then the line y = w(x, t) initially lies below the x-axis. Thus ZR[u∗(·, t)−w(·, t)] = 2

until this line comes slightly above the x-axis. After that, the situation reduces to the case

b > 0, which is already discussed above. Hence the conclusion of the corollary holds for all

t ∈ [0, T ). The proof of the corollary is complete. �

The following corollary will play an important role in proving the convergence results in

Section 5.

Corollary 2.7. Let (wi, σi±), i = 1, 2, be solutions of (Q) for θ±(t) = θ i±(t) on some time

interval [0, T1) and assume that θ1−(t) ≡ θ2−(t), θ
1
+(t) ≡ θ2+(t). Then, for any t∗ ∈ [0, T1),

σ1
−(t)− σ2

−(t) and σ
1
+(t)− σ2

+(t) change sign at most finitely many times on [t∗, T1).

Proof. By Proposition 2.4 (iii), Z∗[w
1(·, t0), w2(·, t0)] drops at least by one each time σ1

−(t)−
σ2
−(t) or σ

1
+(t)− σ2

+(t) vanishes. Furthermore, Z∗[w
1(·, t), w2(·, t)] is non-increasing in t and

finite for each t ∈ (0, T1). Hence σ
1
±(t)− σ2

±(t) can change sign at most finitely many times

on the interval [t∗, T1). �

Corollary 2.8. Let (wi, σi±), i = 1, 2, be solutions of (Q) for θ±(t) = θi±(t). If θ
1
−(t) = θ2−(t)

and σ1
−(t) = σ2

−(t) or θ
1
+(t) = θ2+(t) and σ

1
+(t) = σ2

+(t) on some interval [t1, t2] with t1 < t2,

then w1(x, t) ≡ w2(x, t) for t ∈ [t1, t2].

Proof. Suppose that w1(x, t) ̸≡ w2(x, t) for some t ∈ [t1, t2]. By continuity we have w1(x, t) ̸≡
w2(x, t) for every t ∈ [t3, t4] with t1 ≤ t3 < t4 ≤ t2 Then we obtain a contradiction from

Lemma 2.5. �

2.3. Equation for the curvature. In this subsection, we assume that the solution u is

strictly concave. Then one can convert (1.1) into an equation for the curvature function

κ := uxx/(1 + u2x)
3/2

with independent variables θ, t, where θ is defined by

θ = θ(x, t) := arctanux(x, t).
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Note that there is a one-to-one correspondence between x ∈ [l−(t), l+(t)] and θ ∈ [−ψ+, ψ−]

for each fixed t, since u is strictly concave. It is well known that, for a general motion of

concave curves, κ(θ, t) satisfies the following equation:

κt = κ2(Vθθ + V ),

where V denotes the normal velocity (see [22]). It follows from (1.5) that

(2.24) κt = κ2(κθθ + κ+ c), −ψ+ < θ < ψ−, t ∈ [0, T ).

In order for the solution of (2.24) to represent a curve whose endpoints have the same y

coordinate (which is the case for our problem (P) since u(l±(t), t) = 0), one must have

(2.25)

∫ ψ−

−ψ+

sin θ

κ(θ, t)
dθ = 0.

Thus our attention is restricted to the class of solutions of (2.24) that satisfy (2.25).

Next, we derive the boundary conditions. We first note

κ(θ(x, t), t) =
uxx

(1 + u2x)
3/2

=
ut√
1 + u2x

− c.

Differentiating this equation in x gives

κθθx =
uxt√
1 + u2x

− utuxuxx
(1 + u2x)

3/2
=

uxt√
1 + u2x

− κuxut.

Since θx = κ/ cos θ and θt = uxt/(1 + u2x), we obtain

κκθ
cos θ

=
θt

cos θ
− tan θ

cos θ
κ(κ+ c).

Here we have used the fact that ut = (κ+ c)/ cos θ. This leads to the equation

(2.26) κκθ = θt − tan θ κ(κ+ c).

Determining the value of θt at the endpoints of the curve is slightly tricky. It has to reflect

the fact that the contact angles are fixed at ψ−,−ψ+ and that the endpoints remains on the

x-axis as t varies. For this purpose, we introduce a new variable Θ, which is defined near

the two endpoints of the curve through the following identity:

x = X(u, t) (local inverse of u = u(x, t) ),(2.27)

Θ(u, t) = θ(X(u, t), t)., t ∈ [0, T ),(2.28)

Differentiating (2.27) yields

1 = Xuux, 0 = Xuut +Xt;

hence

Θt = θt − θxXuut = θt −
θxut
ux

.
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Consequently

θt = Θt +
κ(κ+ c)

sin θ cos θ
.

By the boundary conditions u(l±(t), t) = 0, ux(l±(t), t) = ∓ tanψ±, we have Θt(0, t) = 0 on

the both ends of the curve. Thus we have

θt =
κ(κ+ c)

sin θ cos θ

at the two end points of the curve. Putting this into (2.26), we obtain

κκθ =
κ(κ+ c)

sin θ cos θ
− tan θ κ(κ+ c) =

cos θ

sin θ
κ(κ+ c).

Thus we have established the following boundary conditions

(2.29) κθ = (κ+ c) cot θ, for θ = ∓ψ±, t > 0.

Remark 2.1. The boundary condition (2.29) reflects the fact that the two endpoints of the

curve slide along the horizontal axis while keeping the same contact angles. If we consider

another situation in which the two endpoints slide vertically, then we have θt = 0 at the

endpoints; therefore the boundary condition for this case would become

κθ = −(κ+ c) tan θ, for θ = ∓ψ±, t > 0.

Remark 2.2. Under the boundary condition (2.29), we have

d

dt

∫ ψ−

−ψ+

sin θ

κ
dθ = −

∫ ψ−

−ψ+

sin θ κt
κ2

dθ = −
∫ ψ−

−ψ+

sin θ(κθθ + κ+ c) dθ

= −[sin θ κθ − cos θ(κ+ c)]
ψ−
−ψ+

= 0.

Consequently, the condition (2.25) is satisfied for all t ∈ [0, T ) if it is satisfied at t = 0.

In summary, our problem (P) reduces to the following problem for the curvature:

(2.30)


κt = κ2(κθθ + κ+ c), −ψ+ < θ < ψ+, t > 0,

κθ = cot θ (κ+ c), θ = ∓ψ±, t > 0,

κ(θ, 0) = κ0(θ), −ψ+ < θ < ψ−,

where the initial data κ0 satisfies ∫ ψ−

−ψ+

sin θ

κ0(θ)
dθ = 0.

Note that the problem (2.30) does not carry information about the location of the curve,

but it gives complete information about the shape of the curve Γ(t).

It is easy to see that the set of stationary solutions of (2.30) is given by

(2.31) κ = −ν sin θ − c (ν ∈ R),
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under the constraint

(2.32)

∫ ψ−

−ψ+

sin θ

ν sin θ + c
dθ = 0.

Let us determine the value of ν. First, since κ < 0, (2.31) implies ν sin θ + c > 0 (θ ∈
[−ψ+, ψ−]). Consequently

(2.33) − c

sinψ−
< ν <

c

sinψ+

.

Next, let F (ν) denote the left-hand side of (2.32). Then

F ′(ν) =

∫ ψ−

−ψ+

− sin2 θ

(c+ ν sin θ)2
dθ < 0,

F (ν) → +∞ as ν ↘ − c

sinψ−
, F (ν) → −∞ as ν ↗ c

sinψ+

.

Consequently, for any given ψ± ∈ (0, π/2), there exists a unique constant ν for which the so-

lution (2.31) satisfying the constraint (2.32) exists. Furthermore, F (0) = (cosψ+−cosψ−)/c.

Thus this unique constant ν satisfies ν > 0 (resp. = 0, < 0) if F (0) > 0 (resp. = 0, < 0),

or, equivalently, if ψ− − ψ+ > 0 (resp. = 0, < 0).

Now, since κ = uxx/(1 + u2x)
3/2 and sin θ = ux/(1 + u2x)

1/2, the solution u corresponding

to the above stationary solution (2.31) satisfies

uxx
1 + u2x

+ νux + c
√

1 + u2x = 0.

Consequently, ut = −νux, which means that u is a traveling wave solution of the form

u(x, t) = Φ(x− νt+ a), where Φ is a solution of (1.16) and a is some constant. Conversely,

if u is a traveling wave solution of the form u(x, t) = Φ(x − νt + a) with a strictly concave

function Φ, then it is clear that the corresponding curvature function κ satisfies (2.31) along

with the constraint (2.32). Thus we have established the following proposition:

Proposition 2.9. For any given ψ± ∈ (0, π/2), the problem (1.16) has a unique strictly

concave solution. Furthermore ν satisfies (2.33) and

(2.34) ν

 >
=
<

 0 if and only if ψ−

 >
=
<

ψ+.

Remark 2.3. As we shall see in Section 4, every solution of type (B) (the bounded case)

becomes strictly concave within finite time. This means that any traveling wave solution of

(P) is strictly concave. Therefore the above proposition covers all the solutions of (1.16).
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2.4. Area and length. Before closing this section, we present some basic identities and

inequalities concerning the area and length. First, we recall the notation (1.7):

A(t) :=

∫ l+(t)

l−(t)

u(x, t)dx, L(t) :=

∫ l+(t)

l−(t)

√
1 + u2x(x, t)dx.

We shall also use the notation

(2.35) h(t) := max
x∈[l−(t),l+(t)]

u(x, t), l(t) := l+(t)− l−(t),

which represent the height and width of the curve Γ(t), respectively.

A direct calculation yields

(2.36)


A′(t) = −(ψ+ + ψ−) + cL(t)

L′(t) = l′+(t) cosψ+ − l′−(t) cosψ− + c(ψ+ + ψ−)−
∫ L(t)

0

κ2 ds,

where ds =
√

1 + u2x dx. In deriving the formula for L′(t), we have used the identity

l′±(t) = ± cotψ± ut(l±(t), t),(2.37)

which follows from differentiating u(l±(t), t) = 0 in t and using the boundary condition

ux(l±(t), t) = ∓ tanψ±. Combining the above identity and Lemma 2.1, we obtain

(2.38) l′−(t) ≥ −M2 cotψ−, l′+(t) ≤M2 cotψ+, l′(t) ≤ 2M2 cotψmin for t ∈ [0, T ).

The above estimates imply that the support of a solution u(x, t) cannot expand too fast.

In the special case where u(x, t) is concave, we have uxx ≤ 0 ; hence

ut(l±(t), t) ≤ c
√
1 + u2x

∣∣
x=l±(t)

=
c

cosψ±
,

which gives the following sharper estimates:

(2.39) l′−(t) ≥ − c

sinψ−
, l′+(t) ≤

c

sinψ+

, l′(t) ≤ c

(
1

sinψ−
+

1

sinψ+

)
.

We also note that the estimate |ux| ≤M1 in Lemma 2.1 implies

(2.40) h(t) ≤ M1

2
l(t),

1

M1

h2(t) ≤ A(t) ≤ h(t)l(t) ≤ M1

2
l2(t).

3. Classification of solutions

This section is devoted to the proof of Theorem 1.1, which classify solutions of (P) into

three different types, namely, expanding, bounded and shrinking ones. In what follows, given

a solution u of problem (P), [0, T ) will denote, as before, the maximal time interval for the

existence of the solution u. We shall use the notation (2.35) and set

I(t) := [l−(t), l+(t)].

As before, Γ(t) denotes the curve y = u(x, t) and κ(x, t) denotes the curvature.
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3.1. Main lemmas. We first present three main lemmas for the classification:

Lemma 3.1. If T = ∞, the following four conditions are equivalent:

(a) There exists a sequence tn → ∞ such that limn→∞ l(tn) = ∞.

(b) There exists a sequence tn → ∞ such that limn→∞ h(tn) = ∞.

(c) limt→∞ l(t) = ∞.

(d) limt→∞ h(t) = ∞.

In particular, if T = ∞ and lim supt→∞ l(t) = ∞, the solution is of type (A).

Lemma 3.2. The following four conditions are equivalent:

(a) There exists a sequence {tn} with tn ↑ T as n→ ∞ such that limn→∞ l(tn) = 0.

(b) There exists a sequence {tn} with tn ↑ T as n→ ∞ such that limn→∞ h(tn) = 0.

(c) limt→T l(t) = 0.

(d) limt→T h(t) = 0.

Furthermore, T < ∞ under any one of the above four conditions. In particular, if T = ∞,

then lim inft→∞ h(t) > 0 and lim inft→∞ l(t) > 0.

Lemma 3.3. Assume that T <∞ and let κ(x, t) denote the curvature. Then:

(i) limt→T ∥κ(·, t)∥L∞([l−(t),l+(t)]) = ∞.

(ii) The solution curve Γ(t) shrinks to a point as t → T . That is, both A(t) and L(t)

tend to zero as t→ T .

Once the above three lemmas are established, Theorem 1.1 will follow easily.

Proof of Theorem 1.1. If T <∞, then, by Lemma 3.3, the solution is of type (C). If T = ∞
and lim supt→∞ l(t) = ∞, then, by Lemma 3.1, the solution is of type (A). Thus, all we need

to show is that the solution is of type (B) if T = ∞ and lim supt→∞ l(t) <∞.

By the estimate |ux| ≤ M1 in Lemma 2.1, A(t) ≤ M1l
2(t)/2 and L(t) ≤

√
1 +M2

1 l(t).

Therefore, both A(t) and L(t) remain bounded from above as t → ∞. On the other hand,

since T = ∞, we see, by Lemma 3.2, that

lim inf
t→∞

h(t) > 0, lim inf
t→∞

l(t) > 0.

Since A(t) ≥ h2(t)/M1 by (2.40) and since L(t) ≥ l(t), both A(t) and L(t) remain bounded

from below by positive constants; hence the solution is of type (B). This completes the proof

of the theorem. �

The rest of this section is devoted to the proof of the above three lemmas.
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3.2. Comparison principle. Here we introduce the notion of super- and sub-solutions for

our free boundary problem. Let σ±(t) be C1 functions on some interval [T0, T1) satisfying

σ−(t) < σ+(t) and let v(x, t) be a function that belongs to C2,1(ΩT0,T1) ∩ C(Ω̄T0,T1), where

ΩT0,T1 := {(x, t) : σ−(t) ≤ x ≤ σ+(t), T0 < t < T1}.

We say that (v, σ±) is a sub-solution of the problem (1.1)-(1.3) for t ∈ [T0, T1) if

vt ≤
vxx

1 + v2x
+ c
√
1 + v2x in ΩT0,T1 ,(3.1)

v(σ±(t), t) = 0, t ∈ [T0, T1),(3.2)

vx(σ−(t), t) ≥ tanψ−, vx(σ+(t), t) ≤ − tanψ+, t ∈ [T0, T1).(3.3)

Also, (v, σ±) is called a super-solution for t ∈ [T0, T1) if the reversed inequalities hold in (3.1)

and (3.3).

Proposition 3.4 (Comparison principle). Let (v1, σ1
±) and (v2, σ2

±) be a sub-solution and a

super-solution of (1.1)-(1.3) for t ∈ [T0, T1), respectively, and assume that

[σ1
−(T0), σ

1
+(T0)] ⊂ [σ2

−(T0), σ
2
+(T0)], v1(x, T0) ≤ v2(x, T0) for x ∈ [σ1

−(T0), σ
1
+(T0)].

Then

[σ1
−(t), σ

1
+(t)] ⊂ [σ2

−(t), σ
2
+(t)], v

1(x, t) ≤ v2(x, t) for x ∈ [σ1
−(t), σ

1
+(t)], t ∈ [T0, T1).

The proof of the above proposition is rather standard, so we omit it. The only slightly

delicate part is to prove that the endpoints σ1
±(t) and σ

2
±(t) do not cross each other, but this

can be done by using the same coordinate change as in the proof of Lemma 2.5 and apply

the Hopf boundary lemma at y = 0.

The next result is a stronger version of Proposition 3.4 and can be shown by the strong

maximum principle. The proof is again standard, so we omit it. We shall need this lemma

only in the proof of Theorem 5.1.

Proposition 3.5 (Strong comparison principle). Let the assumptions of Proposition 3.4

hold, and assume further that v1(x, T0) ̸≡ v2(x, T0). Then

σ2
−(t) < σ1

−(t) < σ1
+(t) < σ2

+(t), v
1(x, t) < v2(x, t) for x ∈ [σ1

−(t), σ
1
+(t)], t ∈ (T0, T1).

Needless to say, Propositions 3.4 and 3.5 hold if v1 or v2 is a solution of problem (P), since

any exact solution is a sub- and super-solution at the same time.

Remark 3.1. We say that (v, σ±) is a weak sub-solution of (1.1)-(1.3) if v belong to the

class W 2,1
∞ (ΩT0,T1) and satisfies (3.1) in the weak sense along with the boundary conditions

(3.2) and (3.3), where

W 2,1
∞ (ΩT0,T1) :=

{
u ∈ L∞(ΩT0,T1)

∣∣∣ ∑
0≤α+2β≤2

∥∂αx∂
β
t u∥L∞(ΩT0,T1

) <∞
}
.



24 JONG-SHENQ GUO, HIROSHI MATANO, MASAHIKO SHIMOJO, AND CHANG-HONG WU

A weak super-solution is defined similarly. Proposition 3.4 remains valid for weak sub- and

super-solutions; see, e.g., [15].

A simple example of sub-solution (resp. super-solution) can be constructed by using a

portion of a growing (resp. shrinking) circle. More precisely, for each R0 > 0, let R(t)

denote a solution of the following equation:

(3.4) R′(t) = c− 1

R(t)
, t ≥ 0, R(0) = R0.

As is easily seen, R′(t) > 0 and R(t) → ∞ as t → ∞ if R0 > 1/c, while R′(t) < 0 and

R(t) → 0 in finite time if R0 < 1/c. Note that a circle of radius R(t) satisfies the equation

(1.5), since its normal speed is equal to R′(t) and its curvature is equal to −1/R(t).

Given any constant θ0 ∈ (0, π/2), we now introduce the following function:

W (x, t) :=
√
R(t)2 − x2 −R0 cos θ0, σ−(t) ≤ x ≤ σ+(t), t > 0,

where σ±(t) := ±
√
R(t)2 − (R0 cos θ0)2.

(3.5)

This function is defined so long as |σ±(t)| > 0. The graph y =W (x, t) is an upper portion of

a circle with radius R(t) centered at (x, y) = (0,−R0 cos θ0), and the endpoints of this curve

meet the x-axis at x = σ±(t) with the following contact angles:

θ±(t) := − arctan
σ±(t)

R0 cos θ0
= ∓ arctan

√
R(t)2 − (R0 cos θ0)2

R0 cos θ0
.

Note that θ±(0) = ∓θ0, and that θ′−(t) > 0 if R0 > 1/c, while θ′−(t) < 0 if R0 < 1/c.

Lemma 3.6. For R0 > 0, θ0 ∈ (0, π/2), let W (x, t) be the function defined in (3.5) which

depends on R0 and θ0.

(i) If R0 > 1/c and θ0 ≥ ψ±, then W is a sub-solution of problem (P) for t ∈ [0,∞).

Furthermore, W → ∞ as t→ ∞ uniformly on every compact set of R.
(ii) If R0 < 1/c and 0 < θ0 ≤ ψ±, then W is a super-solution of problem (P) for

t ∈ [0, T1), where T1 is determined by R(T1) = R0 cos θ0. Furthermore, the curve

y = W (x, t) shrinks to a point as t↗ T1.

Proof. Let us first prove (i). Since R(t) satisfies (3.4), W satisfies the same equation as (1.1).

Furthermore, since R0 > 1/c, R(t) is monotonically increasing, therefore, so do |σ±(t)| and
|θ±(t)|. Consequently

θ−(t) ≥ θ0 ≥ ψ− > 0 > −ψ+ ≥ −θ0 ≥ −θ+(t) for t ≥ 0.

HenceW is a subsolution. Since R(t) → ∞ as t→ ∞, we haveW → ∞ as t→ ∞ uniformly

on compact sets. This proves (i). The statement (ii) can be proved similarly by using the

fact that R′(t) < 0 and R(t) → 0 as t→ T1. The lemma is proved. �



CURVATURE FLOW WITH DRIVING FORCE 25

Remark 3.2. Obviously Lemma 3.6 (i) remains true for θ0 = π/2. In this case, the graph

of W (x, t) is a growing half circle with θ(t) ≡ π/2.

3.3. Proof of Lemmas 3.1 and 3.2. We first present the following lemma, which will play

a useful role in this subsection. The proof of this lemma is based on the extended intersection

number principle.

Lemma 3.7. For any τ ∈ (0, T ) andM ∈ (0, cτ/2), there exists lM,τ > 0 such that, whenever

l(t0) > lM,τ for some t0 ∈ [τ, T ), it holds that h(t0) > M .

Proof. Given τ ∈ (0, T ) and M ∈ (0, cτ/2), we choose R0 such that

(3.6) R0 ≥ max
{2
c
,

cτ

1/cosψmin − 1

}
,

where ψmin := min{ψ+, ψ−}. Let R(t) be the solution of (3.4) with R(0) = R0. Since

R0 > 1/c, R(t) is increasing in t; hence R′(t) ≥ c− 1/R0 ≥ c/2, which implies

R(τ) ≥ R0 + cτ/2 ≥ R0 +M.

On the other hand, since R′(t) < c, we have

R(t)

R0

<
R0 + ct

R0

= 1 +
ct

R0

≤ 1

cosψmin

for t ∈ [0, τ ].

Consequently, there exists τ1 ∈ (0, τ ] such that

(3.7) R(τ1) = R0 +M, R(t)/R0 <
1

cosψmin

for t ∈ [0, τ1].

Now let W (x, t) be the function in (3.5) for the above choice of R0 and with θ0 = 0:

W (x, t) :=
√
R(t)2 − x2 −R0, x ∈ [σ−(t), σ+(t)], t ∈ (0, τ1],

where σ±(t) := ±
√
R(t)2 −R2

0.

As before, the contact angle of the curve y = W (x, t) at x = σ±(t) is given by

θ±(t) = − arctan
σ±(t)

R0

= ∓ arctan

√
R(t)2 −R2

0

R0

.

Hence, by the second inequality of (3.7), we have

(3.8) ψ− ≥ ψmin > θ−(t) > 0 > θ+(t) > −ψmin ≥ −ψ+ for t ∈ (0, τ1].

Note also that

(3.9) σ+(τ1)− σ−(τ1) = 2
√
R(τ1)2 −R2

0 = 2
√
M2 + 2R0M := lM,τ .

By (3.8) and Proposition 2.4, we have, for any t0 ∈ [τ, T ) and any a ∈ R,

Z∗[u(·, t0),W (· − a, τ1)] ≤ Z∗[u(·, t0 − s),W (· − a, τ1 − s)] for s ∈ [0, τ1).
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Since the extended curve y = W∗(x − a, τ1 − s) converges to the x-axis as s → τ1, the

right-hand side of the above inequality equals 2 for s sufficiently close to τ1. Consequently

(3.10) Z∗[u(·, t0),W (· − a, τ1)] ≤ 2 for any a ∈ R.

Now suppose that l(t0) > lM,τ for some t0 ∈ [τ, T ), where lM,τ is the constant defined in

(3.9). Then, by (3.9), the endpoints of the curve y = W (x−a, τ1), namely σ±(τ1)+a, satisfy

the following if we set a = (l−(t0) + l+(t0))/2:

l−(t0) < σ−(τ1) + a, σ+(τ1) + a < l+(t0).

This and (3.8) imply that the two extended graphs y = u∗(x, t0) and y = W∗(x − a, τ1)

intersect at two points below the x-axis. Hence, by (3.10), they do not intersect above the

x-axis. This means that u(x, t0) > W (x − a, τ1) on the interval [l−(t0), l+(t0)], therefore

h(t0) > M . The lemma is proved. �

Corollary 3.8. Let T = ∞ and suppose that there exists a sequence tn → ∞ such that

l(tn) → ∞ as n→ ∞. Then h(tn) → ∞ as n→ ∞.

Proof. Let M > 0 be arbitrary and set τ > 2M/c. Define R0 as in (3.6) and lM,τ as in (3.9).

Then, since l(tn) > lM,τ for all large n, we see from Lemma 3.7 that h(tn) > M for all large

n. Since M > 0 is arbitrary, the proof of the corollary is complete. �

Corollary 3.9. Suppose that there exists a sequence tn ↗ T such that h(tn) → 0 as n→ ∞.

Then l(tn) → 0 as n→ ∞.

Proof. Fix any τ ∈ (0, T ). Since h(tn) → 0 and tn → T as n → ∞, we have h(tn) < cτ/2

and tn ∈ [τ, T ) for all sufficiently large n. Thus, by Lemma 3.7 with M = h(tn),

l(tn) ≤ lh(tn),τ = 2
√
h(tn)2 + 2R0h(tn),

where R0 = max{2/c, cτ/(1/ cosψmin − 1)}. This proves the corollary. �

Now we are ready to prove Lemmas 3.1 and 3.2.

Proof of Lemma 3.1. By Corollary 3.8, we have (a)⇒(b). Next we prove (b)⇒(d). By the

estimate |ux| ≤M1 in Lemma 2.1, one easily sees that Γ(tn) lies above a half-circle of radius

R0 > 1/c for all large n. Thus, by Remark 3.2 and the comparison principle, we have

h(t) → ∞ as t → ∞. The assertion (d)⇒(c) follows from the estimate |ux| ≤ M1, and the

assertion (c)⇒(a) is obvious. The lemma is proved. �

Proof of Lemma 3.2. By Corollary 3.9, we have (b)⇒(a). The assertion (a)⇒(b) follows

from the estimate |ux| ≤ M1. Thus we have (a)⇔(b). Now, for an arbitrary choice of

R0 ∈ (0, 1/c), let W (x, t) be the super-solution given in Lemma 3.6 (ii) with θ0 = ψmin.

Then, under the assumptions (a), (b), the curve Γ(tn) lies below y = W (x − an, 0) for all
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large n, where an = (l−(tn) + l+(tn))/2. Choose one such n and fix it. By the comparison

principle, u(x, t) ≤ W (x− an, t− tn) for all t ∈ [tn, T ). Since this super-solution W shrinks

to a point in finite time, we have T <∞. Furthermore, the above inequality and (3.5) imply

l(t) ≤ 2R0 sinψmin for t ∈ [tn, T ). Since R0 can be chosen arbitrarily small, we see that (c)

holds. This establishes (a)⇒(c). The assertion (c)⇒(d) follows from the estimate |ux| ≤M1,

and the assertion (d)⇒(b) is obvious. The lemma is proved. �

3.4. Proof of Lemma 3.3. We begin with the following lemma:

Lemma 3.10. Assume that there exist t0 ∈ (0, T ), x0 ∈ (l−(t0), l+(t0)) such that ux(x0, t0) =

0 and that u(x0, t0) ≤ ct0. Then u(x0, t0) = maxx∈I(t0) u(x, t0).

Proof. Define w(x, t) = ct+ u(x0, t0)− ct0. Then by Corollary 2.6 (i),

(3.11) ZR[u∗(·, t)− w(·, t)] ≤ ZR[u∗(·, 0)− w(·, 0)] for all t ∈ [0, T ).

Since u(x0, t0) − ct0 ≤ 0, the right-hand side of (3.11) equals 2. By the assumption, the

graphs of u(x, t0) and w(x, t0) are tangential at x = x0. Consequently, by Corollary 2.6 (ii),

ZR[u∗(·, t)− w(·, t)] = 0 for all t ∈ (t0, T ),

which is possible only if u(x, t0) attains its maximum at x = x0. �

Corollary 3.11. Suppose that there exist some sequences tn → T and xn ∈ I(tn) such that

ux(xn, tn) = 0 (n = 1, 2, 3, . . .) and u(xn, tn) → 0 as n→ ∞. Then h(tn) → 0 as n→ ∞.

Proof. For all sufficiently large n, we have u(xn, tn) ≤ ctn; hence, by Lemma 3.10, h(tn) =

u(xn, tn). Consequently h(tn) → 0 as n→ ∞. The corollary is proved. �

Now we are ready to prove the main lemma:

Proof of Lemma 3.3. We first deal with (i). Let I(t) = [l−(t), l+(t)] and l(t) := l+(t)− l−(t).

We argue by contradiction. Suppose there exists a sequence tn ↗ T such that ∥κ(·, tn)∥L∞

remains bounded as n → ∞. Then, since κ = uxx/(1 + u2x)
3/2 and since |ux| ≤ M1 by

Lemma 2.1, there exists a constant M > 0 such that

∥u(·, tn)∥C2(I(tn)) ≤M (n = 1, 2, 3, . . .).

By (2.38), there exists a constant M ′ > 0 such that

l(tn) ≤M ′ (n = 1, 2, 3, . . .).

Consequently, by the local existence result of Theorem 7.1, there exists a constant τ > 0

independent of n such that the solution can be continued over the interval [tn, tn + τ ] for all

n. Since tn ↗ T , we have tn + τ > T for large n, which contradicts the fact that [0, T ) is

the maximal interval for the existence of the solution u. This proves (i).
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Next, we prove (ii). By (i), we have ∥u(·, tn)∥C2(I(tn)) → ∞, but since |ux| ≤ M1 and uxx

is bounded from above by Lemma 2.1, we have

min
x∈I(t)

uxx(x, t) → −∞ as t→ T.

Thus, by (2.3), we have limt→T d(t) = 0, which implies, by virtue of Lemma 3.10, that

lim inft→T h(t) = 0. Hence, by Lemma 3.2, limt→T l(t) = 0, from which it follows that

A(t) → 0, L(t) → 0 as t→ T . The lemma is proved. �

3.5. Some useful corollaries. Before closing this section, we summarize some results that

follow immediately from our earlier arguments in this section. The first result gives a simple

criterion for type (A) and type (C) behaviors. It follows immediately from Lemmas 3.3, 3.6

and the comparison principle, so we omit the proof.

Corollary 3.12. If, for some t0 ∈ [0, T ), the solution curve y = u(x, t0) lies above (resp.

below) a circular arc of radius R0 > 1/c (resp. R0 < 1/c) with contact angle θ0 ∈ [ψmax, π/2]

(resp. θ0 ∈ (0, ψmin]), then u is of type (A) (resp. (C)).

The next result concerns the shape of the curve Γ(t). It is a weaker version of Theorems 1.3

and 1.4, but is worth noting here because of the simplicity of its proof.

Corollary 3.13. Let (u, l±) be a solution of (P) that is of type (B) or type (C). Then there

exists t∗ ∈ [0, T ) and ξ ∈ C1[t∗, T ) such that for each t ∈ [t∗, T ),
ux(x, t) > 0 for x ∈ [l−(t), ξ(t)),

ux(x, t) < 0 for x ∈ (ξ(t), l+(t)],

u(ξ(t), t) = maxx∈I(t) u(x, t).

(3.12)

Proof. First, assume that (u, l±) is of type (B). Set M := supt≥0 ∥u(·, t)∥L∞ and t∗ = M/c.

Then, since u(x, t) ≤ ct for all t ∈ [t∗,∞) and x ∈ I(t), we see by Lemma 3.10 that ux(x, t)

can vanish only where u(x, t) attains its maximum on I(t). Furthermore, since v := ux

satisfies the linear parabolic equation (2.1), we see from the result in [3] that the zeros of

ux are isolated. This implies that the maximum is attained at a single point, which proves

(3.12). By the same result in [3], ux has a simple zero at x = ξ(t) for t ∈ (t∗, T ). Thus, by

the implicit function theorem, ξ(t) is C1 in t.

Next, suppose that (u, l±) is of type (C). Then, since h(t) → 0 as t → T , there exists

t∗ ∈ [0, T ) such that u(x, t) ≤ ct for all t ∈ [t∗, T ) and x ∈ I(t). The rest of the proof is then

the same as above. This corollary is proved. �

4. Concavity properties

In this section we prove results on the concavity properties of solutions. Most of the

arguments here rely exclusively on the extended intersection number principle.
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4.1. Preservation of concavity.

Proof of Theorem 1.2. Suppose that u becomes non-concave at some t = t1 ∈ (t0, T ). Then

the extended graph y = u∗(x, t1) (see (2.17)) has at least three intersections with a line

y = (tan θ)x+ b for some θ ∈ (−π/2, π/2) and b ∈ R. Define

w(x, t) = (tan θ)x+
c(t− t1)

cos θ
+ b.

By Corollary 2.6, ZR[u∗(·, t)− w(·, t)] is non-increasing in t. Hence

ZR[u∗(·, t0)− w(·, t0)] ≥ ZR[u∗(·, t1)− w(·, t1)] ≥ 3.

On the other hand, since u(x, t0) is concave, the same holds for u∗(x, t0). Therefore the

number of intersections between the curve y = u∗(x, t0) and the line y = w(x, t0) is at

most two, which contradicts the above inequality. This contradiction proves that u(·, t) is

concave for all t ∈ [t0, T ). The inequality uxx(·, t) < 0 then follows from the strong maximum

principle and the fact that uxx satisfies a linear parabolic equation, which can be obtained

by differentiating (1.1) in x twice. This complete the proof of Theorem 1.2. �

4.2. Eventual concavity for type (B). Next we prove Theorem 1.3 on the eventual

concavity of type (B) solutions. We begin with the following lemma:

Lemma 4.1. Let u be a type (B) solution of problem (P). Then there exist constants a < b

such that

(4.1) νt+ a ≤ l−(t) < l+(t) ≤ νt+ b for 0 ≤ t < +∞,

where ν is the traveling wave speed defined in (1.16).

Proof. Let Φ denote the unique concave solution of (1.16) and define

w1(x, t) = Φ(x− νt− ā), w2(x, t) = Φ(x− νt− b̄),

where the constants ā, b̄ are chosen to satisfy

ā+ β < l0− < l0+ < b̄− β

so that the support of w1(·, 0), u0, w2(·, 0), namely [ā − β, ā + β], [l0−, l
0
+], [b̄ − β, b̄ + β],

respectively, are mutually disjoint. Then it is clear that

Z∗[w
1(·, 0), u0] = Z∗[w

2(·, 0), u0] = 1.

Hence, by Proposition 2.4 (i), we have

Z∗[w
1(·, t), u(·, t)] ≤ 1, Z∗[w

2(·, t), u(·, t)] ≤ 1 for t ≥ 0.

Now, if νt + ā − β < l−(t) for all t ≥ 0, it implies the first part of (4.1) with a = ā − β.

On the other hand, if νt0 + ā − β = l−(t0) for some t0 > 0, then the curves y = w1(x, t0)
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and y = u(x, t0) become tangential at their left endpoint. Hence, by Proposition 2.4 (iii),

Z∗[w
1(·, t), u(·, t)] = 0 for all t > t0. This means that the graph of u(x, t) lies entirely below

the graph of w1(x, t) for every t > t0, or the other way around for every t > t0. In the former

case, we obtain the same lower bound for l−(t) as before. In the latter case, we have

l−(t) ≥ νt+ ā+ β − sup
τ≥t0

l(τ).

Here supτ≥t0 l(τ) < ∞ since u is of type (B). This proves the first inequality of (4.1). The

last inequality of (4.1) follows by a similar argument. The lemma is proved. �

Remark 4.1. As we shall see in Section 5, any solution that lies below a traveling wave

is of type (C), while any solution that lies above a traveling wave is of type (A). Therefore

u(x, t) and wi(x, t) (i = 1, 2) in the above proof actually never become tangential.

Now, for each constant θ ∈ (0, ψ−], we define a function

wθ(x, t) := tan θ
(
x+

ct

sin θ
− σ

)
,

while, for θ ∈ [−ψ+, 0), we define

wθ(x, t) := tan θ
(
x+

ct

sin θ
+ σ
)
,

where σ is a constant satisfying

(4.2) −σ < l0− < l0+ < σ.

We also set wθ(x, t) := ct if θ = 0. Thus wθ can be expressed in the following unified form:

(4.3) wθ(x, t) = (tan θ)x+
ct

cos θ
− σ| tan θ|.

The function wθ represents a line of slope tan θ that moves upward with normal speed c.

This line intersects with the x-axis at x = σ − ct/ sin θ if θ > 0 and at x = −σ − ct/ sin θ if

θ < 0. By (4.2), the intersection point is initially (i.e. at t = 0) located on the right-hand

(resp. left-hand) side of the interval [l0−, l
0
+] and moves to the left (resp. right) if θ > 0 (resp.

θ < 0). The same is true of the intersection between the line y = wθ(x, t)−m and the x-axis

for any m ≥ 0. In the case where θ = 0, the line y = wθ(x, t) −m = ct −m is horizontal

and is initially located below the x-axis.

The above observation about the initial position of the line y = wθ(x, 0)−m implies:

ZR[u
0
∗ −

(
wθ(·, 0)−m

)
] =

{
2 if θ ∈ (−ψ+, ψ−),
1 if θ = ∓ψ±

for any constant m ≥ 0. Consequently, by Corollary 2.6 (i),

(4.4) ZR[u∗(·, t)−
(
wθ(·, t)−m

)
] ≤

{
2 if θ ∈ (−ψ+, ψ−),
1 if θ = ∓ψ±

}
for all t ≥ 0,

for any choice of the constant m ≥ 0.
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Lemma 4.2. Let wθ(x, t) be as above. Then there exists t∗ > 0 such that

wθ(x, 0) ≤ u0(x) for all x ∈ [l0−, l
0
+], θ ∈ [−ψ+, ψ−],

wθ(x, t) ≥ u(x, t) for all t ∈ [t∗,∞), x ∈ I(t), θ ∈ [−ψ+, ψ−].
(4.5)

Proof. The first line in (4.5) is clear from the previous argument, so we shall prove only the

second line. In the moving frame ξ := x − νt, the support of the solution u(·, t) is always

contained in the interval [a, b], by virtue of (4.1). On the other hand, by (4.3),

wθ = (tan θ)ξ +
c+ ν sin θ

cos θ
t− σ| tan θ|.

By (2.33), there exists a constant δ > 0 such that c + ν sin θ ≥ δ for θ ∈ [−ψ+, ψ−]. Hence

wθ → ∞ as t → ∞ uniformly in ξ ∈ [a, b] and θ ∈ [−ψ+, ψ−]. This implies (4.5) if t∗ is

chosen sufficiently large, since u remains bounded. The lemma is proved. �

Now we are ready to prove Theorem 1.3.

Proof of Theorem 1.3. Let t∗ be as in Lemma 4.2. We first prove that

(4.6) − tanψ+ < ux(x, t) < tanψ− for all t ≥ t∗, x ∈ (l−(t), l+(t)).

Suppose that (4.6) is violated at some t0 ≥ t∗. Then, by the intermediate value theorem,

there exist some x0 ∈ (l−(t0), l+(t0)) such that

ux(x0, t0) = tanψ− or ux(x0, t0) = − tanψ+.

Without loss of generality, we may assume that the former holds. Then the tangent line of

the curve y = u(x, t0) at x = x0 is given in the form y = wψ−(x, t0) −m for some m ∈ R.
By Lemma 4.2, we have m ≥ 0. Hence (4.4) holds. On the other hand, by Corollary 2.6

(ii), ZR[u∗(·, t)−
(
wψ−(·, t)−m

)
] must drop at least by two at t = t0, but this is impossible

because of (4.4). This contradiction proves (4.6).

Next choose t1 ≥ t∗ and x1 ∈ (l−(t1), l+(t1)) arbitrarily, and put θ1 := arctan ux(x1, t1).

Then by (4.6) we have −ψ+ < θ1 < ψ−. Arguing as above, we see that the tangent line of

the curve y = u(x, t1) at x = x1 is given in the form y = wθ1(x, t1) − m for some m ≥ 0.

Thus, by Corollary 2.6 (ii) and (4.4), we have

ZR[u∗(·, t)−
(
wθ1(·, t)−m

)
] = 0 for t > t1.

This implies that u(x, t1)−
(
wθ1(x, t1)−m

)
does not change sign at x = x1. Consequently,

the curve y = u(x, t1) lies below the tangent line at x = x1, for every x1 ∈ (l−(t1), l+(t1)).

Hence uxx(x, t1) ≤ 0 on [l−(t1), l+(t1)]. The inequality uxx < 0 follows from the strong

maximum principle. This completes the proof of the theorem. �
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4.3. Semi-concavity result for type (C). In the case of type (C) solutions, we are not

able to prove the eventual concavity result (Theorem 1.4) by simply using the intersection

number argument as we have done for type (B) solutions. Instead we shall prove a slightly

weaker result by a similar argument. This result will be used to establish the uniform

boundedness of the aspect ratio (Proposition 6.2), which leads to the proof of Theorem 1.7

on the convergence to self-similar shrinking solutions. The proof of Theorem 1.4 will then

be completed in Section 6 by using Theorem 1.7.

Lemma 4.3. Let (u, l±) be a type (C) solution of (P). Then there exist t∗ ∈ [0, T ) and a

constant δ0 > 0 such that, for every t ∈ (t∗, T ), there exist ξ−(t), ξ+(t) with l−(t) < ξ−(t) <

ξ+(t) < l+(t) such that

(4.7)


ux(x, t) ≥ δ0 for x ∈ [l−(t), ξ−(t)],

|ux(x, t)| ≤ δ0, uxx(x, t) < 0 for x ∈ [ξ−(t), ξ+(t)],

ux(x, t) ≤ −δ0 for x ∈ [ξ+(t), l+(t)].

Proof. By the estimate (2.38), there exists a constant M > 0 such that I(t) ⊂ [−M,M ]

for all t ∈ [0, T ). Since u0 > 0 in the interior of I0 = I(0) and since ψ± ̸= 0, we can find

constants δ0, h0 > 0 such that any straight line of the form

(4.8) y = (tan θ)x+ h0 −m ( | tan θ| ≤ δ0, m ≥ 0 )

intersects the extended graph y = u0∗(x) precisely at two points. Replacing δ0, h0 > 0 by

smaller constants if necessary, we may assume that h0 = 2Mδ0. Then, as is easily seen, any

straight line that passes through or under the rectangle D := {|x| ≤M, 0 ≤ y ≤ h0/2} with

slope between −δ0 and δ0 belongs to the family of lines given in (4.8), therefore it intersects

u0∗ precisely twice. Now let t∗ ∈ (0, T ) be such that ∥u(·, t)∥L∞ ≤ h0/2 for all t ∈ [t∗, T ).

Then the graph of u(x, t) is contained in the rectangle D for t ∈ [t∗, T ). Arguing as in the

latter part of the proof of Theorem 1.3, we see that, for any t ∈ [t∗, T ), the graph y = u(x, t)

lies below any tangent line whose slope tan θ satisfies | tan θ| ≤ δ0. This proves (4.7). �

5. Some criteria for shrinking, bounded and expanding

In this section, we provide some criteria for shrinking, bounded and expanding solutions.

We have already given a simple criterion in Corollary 3.12 using shrinking and expanding

circles. Here we shall offer two other criteria. Another topic to be discussed in this section

concerns the sharp transition between shrinking and expanding solutions when a family of

initial data are given.

We begin with a sufficient condition for the expanding case.
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Proposition 5.1. Let (u, l±) be a solution of problem (P). Suppose that

A(0) >
1

2π

(
ψ+ + ψ−

c

)2

.(5.1)

Then (u, l±) is of type (A). Furthermore, A(t) is strictly increasing for all t > 0.

Proof. Let Γ̃(t) denote the closed curve consisting of Γ(t) and its mirror image below the

x-axis. The length of Γ̃(t) equals 2L(t) and the area enclosed by Γ̃(t) equals 2A(t). By the

isoperimetric inequality (see, for example, [11, p.33]), we have

2L(t) ≥
√
4π × 2A(t) = 2

√
2πA(t).

Hence, by (2.36),

A′(t) ≥ −(ψ+ + ψ−) + c
√

2πA(t).

Thus, if (5.1) holds, then δ := A′(0) > 0, which implies A′(t) ≥ δ for all t ∈ [0, T ). The

desired result then follows from Theorem 1.1. �

Next we give criteria for the shrinking case. The first one follows from Corollary 3.12:

Proposition 5.2. Let (u, l±) be a solution of problem (P). Suppose that

(5.2)
( l(0)

2

)2
+
(
h(0)

)2
+

2 cosψmin

c
h(0) <

sin2 ψmin

c2

or that

(5.3) L(0) <
2(1− cosψmin)

c
,

where ψmin = min{ψ−, ψ+}. Then (u, l±) is of type (C).

Proof. The condition (5.2) is equivalent to (l/2)2+(h+R0 cosψmin)
2 < R2

0, where R0 = 1/c.

Therefore it guarantees that a rectangle of width l(0) and height h(0) (in which Γ(0) can be

confined) lies strictly below a circular arc of radius R0 = 1/c with contact angle θ0 = ψmin.

Thus the conclusion follows from Corollary 3.12. Next, since L ≥
√
l2 + 4h2, we have( l(0)

2

)2
+
(
h(0)

)2
+

2 cosψmin

c
h(0) ≤

(L(0)
2

)2
+

cosψmin

c
L(0).

Hence the condition (5.3) implies (5.2). The proposition is proved. �

The following two criteria for type (C) are restricted to concave curves. The first one is a

modification of (5.3). The second one is derived by a totally different method.

Proposition 5.3. Let (u, l±) be a solution of problem (P) such that (u0)xx ≤ 0 on [l−0 , l
+
0 ].

If either of the following holds, then (u, l±) is of type (C).

L(0) <
2 sinψmin

c

(√
1 +

( 2 cosψmin

1 + sinψmin

)2
− 2 cosψmin

1 + sinψmin

)
,(5.4)
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L(0) <
(ψ+ + ψ−)

2

c(cotψ+ + cotψ− + ψ+ + ψ−)
.(5.5)

Proof. The concavity of Γ(0) implies h ≤ sinψmin

1 + sinψmin

L. In view of this and L ≥
√
l2 + 4h2,

one can easily deduce (5.2) from (5.4), which proves the first part of the proposition.

Next, by Theorem 1.2, u(·, t) is concave for all t ∈ [0, T ). Thus, by (2.36) and (2.39),

L′(t) ≤ c(cotψ+ + cotψ− + ψ+ + ψ−)−
∫ L(t)

0

κ2 ds.

On the other hand, by the Cauchy inequality,

(ψ+ + ψ−)
2 =

∣∣∣ ∫ L(t)

0

dθ

ds
ds
∣∣∣2 = ∣∣∣ ∫ L(t)

0

κ ds
∣∣∣2 ≤ L(t)

∫ L(t)

0

κ2 ds.

Consequently

L′(t) ≤ c(cotψ+ + cotψ− + ψ+ + ψ−)−
(ψ+ + ψ−)

2

L(t)
.

Thus (5.5) implies L(t) → 0 as t→ T . The proof of the proposition is complete. �

Remark 5.1. The condition (5.4) is only marginally better than (5.3) when ψmin is close to

π/2, but it is much better when ψmin is close to 0. On the other hand, the condition (5.5)

is not a good criterion when both ψ+, ψ− are close to 0, but it is better than (5.3) and (5.4)

when ψ+, ψ− are close to π/2.

Next we consider a one-parameter family of initial data with monotone dependence on the

parameter. More precisely, let {vλ}λ>0 be a family of functions defined on I0λ := [l0λ,−, l
0
λ,+]

that belong to C2(I0λ) for some 0 < α < 1 and satisfy

(5.6) vλ(x) > 0 (x ∈ (l0λ,−, l
0
λ,+) ), vλ(l

0
λ,−) = vλ(l

0
λ,+) = 0, v′λ(l

0
λ,±) = ∓ tanψ±

for all λ > 0. Assume that

(5.7)



(V1) I0λ ⊂ I0µ, vλ(x) ≤ vµ(x), x ∈ I0λ, vλ ̸≡ vµ for any 0 < λ < µ ;

(V2) l0λ,± is continuous in λ and so is vλ(x) for each fixed x;
here we understand that vλ ≡ 0 outside I0λ.

(V3) ∥vλ∥C2(I0λ)
is bounded on any compact interval of λ ;

(V4) lim
λ→0

∥vλ∥L∞ = lim
λ→0

(l0λ,+ − l0λ,−) = 0 ;

(V5) lim
λ→∞

∫
I0λ

vλ(x)dx = ∞.

A typical example of such a family is given by

vλ(x) = λu0(x/λ), λ > 0,

where u0(x) is a function satisfying (1.6), along with an extra condition that guarantees that

vλ depends on λ monotonically. This last condition is satisfied if the graph y = u0(x) is

star-shaped with respect to the origin.
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Our goal is to show that all the three types of behaviors (A), (B), (C) appear in this family

and that the transition from type (A) to type (C) is sharp.

Theorem 5.1. Let {vλ}λ>0 satisfy (5.6), (5.7) and let (uλ, lλ,±) be the solution of (P) for

u0 = vλ and l0± = l0λ,±. Then there exists a constant λ∗ such that

(i) (uλ, lλ,±) is of type (A) for all λ > λ∗,

(ii) (uλ, lλ,±) is of type (B) for λ = λ∗,

(iii) (uλ, lλ,±) is of type (C) for all 0 < λ < λ∗.

Proof. Let Aλ(t), Lλ(t) denote the quantities in (1.7) for u = uλ and define

A := {λ > 0 | (uλ, lλ,±) is of type (A)}, C := {λ > 0 | (uλ, lλ,±) is of type (C)}.

Clearly A ̸= ∅ and C ̸= ∅. Indeed, by the condition (V5) in (5.7) and Proposition 5.1,

(uλ, lλ,±) is of type (A) for all sufficiently large λ. On the other hand, if λ is sufficiently

small, then, by the condition (V4) and Proposition 5.2, (uλ, lλ,±) is of type (C). Now set

λ∗ := infA, λ∗ := sup C.

Then, by the monotonicity of λ 7→ vλ and the comparison principle, we have

(0, λ∗) ⊂ C, (λ∗,∞) ⊂ A.

Next we show that both A and C are open subsets of R. Choose λ0 ∈ A arbitrarily. Then,

since Aλ0(t) → ∞ as t→ ∞, we have

Aλ0(t0) >
1

2π

(
ψ+ + ψ−

c

)2

for some t0 ≥ 0. By the conditions (V2), (V3) above and the Ascoli-Arzelà theorem, the zero

extension of vλ over R depends on λ continuously in L∞(R). Therefore, by Theorem 7.2,

Aλ(t0) is continuous at λ = λ0. Consequently, the same inequality as above holds for all λ

sufficiently close to λ0; hence, by Proposition 5.1, λ0 is an interior point of A. The openness

of C can be shown similarly by using Proposition 5.2. Thus

C = (0, λ∗), A = (λ∗,∞).

Hence, by Theorem 1.1, (uλ, lλ,±) is of type (B) for every λ ∈ [λ∗, λ
∗].

It remains to show that λ∗ = λ∗. For this, we need Theorem 1.6, which is to be proved in

Section 6. We argue by contradiction. Suppose that λ∗ < λ∗. Then by (V1) and the strong

comparison principle (Proposition 3.5),

lλ∗,−(t) < lλ∗,−(t) < lλ∗,+(t) < lλ∗,+(t), uλ∗(x, t) < uλ∗(x, t) (x ∈ Iλ∗(t))
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for all t > 0. Take any t1 > 0. Then, by the above inequality, uλ∗(x + ε, t1) < uλ∗(x, t1) for

any sufficiently small constant ε > 0. Hence, by the comparison principle,

uλ∗(x+ ε, t) ≤ uλ∗(x, t) for all x ∈ Iλ∗(t1), t ≥ t1, 0 < ε≪ 1.

By Theorem 1.6, both uλ∗ and uλ∗ converge to a traveling wave (or a stationary solution)

of the form Φ(x − νt − a) and Φ(x − νt − b), respectively. Letting t → ∞ in the above

inequality, we obtain Φ(ξ + ε − a) ≤ Φ(ξ − b) for all ξ ∈ R. Hence a − ε = b for all small

ε > 0, which is clearly impossible. This contradiction shows λ∗ = λ∗ and the proof of the

theorem is complete. �

6. Asymptotic behaviors

In this section we shall prove Theorems 1.5, 1.6 and 1.7 concerning the asymptotic behavior

of solutions for each of the types (A), (B) and (C). As before, [0, T ), 0 < T ≤ +∞, will

denote the maximal time interval for the existence of the solution (u, l±).

6.1. The expanding case. First we deal with type (A) solutions, for which T = +∞ and

A(t), L(t) → +∞ as t→ +∞.

Proof of Theorem 1.5. Define

(6.1) g(x, t) := tG(x/t) =


tanψ−(x− p̂t), p̂t ≤ x ≤ −ct sinψ−,√

(ct)2 − x2, −ct sinψ− ≤ x ≤ ct sinψ+,

−tanψ+(x− q̂t), ct sinψ+ ≤ x ≤ q̂t,

where G is as in (1.12) and (p̂, q̂) = (−c/ sinψ−, c/ sinψ+). The function g represents a curve

consisting of a portion of a circle of radius ct and two line segments. This curve moves with

normal velocity V = c. Thus, as we have seen in Section 1, this is a self-similar solution of

(1.8).

Since −p̂t, q̂t→ ∞ and ct→ ∞ as t→ ∞, we can choose t0 > 0 such that

−p̂t0 ≤ l0−, l0+ ≤ q̂t0, u0(x) ≤ g(x, t0) for all x ∈ [l0−, l
0
+].

For each t ≥ 0, g(x, t) is a concave function on {−p̂t ≤ x ≤ q̂t} which is C1 in (x, t) and is

also C2 in x except at x = ±ct sinψ±. This and (1.8) imply

gt ≥
gxx

1 + g2x
+ c
√

1 + g2x

on {−p̂t < x < q̂t, t > 0} in the sense of distributions. Moreover, we have

g(−p̂t, t) = g(q̂t, t) = 0, gx(−p̂t, t) = tanψ−, gx(q̂t, t) = − tanψ+.
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Since g(x, t) loses C2 smoothness at {x = ±ct sinψ±}, we cannot use Proposition 3.4 directly.

However, since g ∈ W 2,1
∞ , we can apply Remark 3.1, to obtain

−p̂(t+ t0) ≤ l−(t), l+(t) ≤ q̂(t+ t0), for t ≥ 0,(6.2)

u(x, t) ≤ g(x, t+ t0) for x ∈ [l−(t), l+(t)], t ≥ 0.(6.3)

To find a sub-solution, we first consider the following function:√
R(t)2 − x2, x ∈ [−R(t), R(t)], t > 0,

where R(t) is the solution of (3.4) with R0 > 1/c. This function represents a half circle of

radius R(t), and R(t) → ∞ as t→ ∞. Moreover, l’Hôpital’s rule gives

lim
t→∞

R(t)

ct
= lim

t→∞

[
1− 1

cR(t)

]
= 1.(6.4)

Now we set ρ(t) = R(t)/c and define

g(x, t) := ρ(t)G(x/ρ(t)).(6.5)

Then we have g(x, t) > 0 for x ∈ (r−(t), r+(t)), t ≥ 0, and

g(r±(t), t) = 0, gx(r±(t), t) = ∓ tanψ±,

where r±(t) := ±R(t)/ sinψ±. The function g represents a curve consisting of a portion

of a circle of radius R(t) and two line segments. As is easily seen, this curve moves with

normal velocity V = Ṙ(t) = c−1/R(t) everywhere. Furthermore, the curvature of this curve

satisfies

κ =

− 1

R(t)
, −R(t) sinψ− < x < R(t) sinψ+,

0, r−(t) < x < −R(t) sinψ−, R(t) sinψ+ < x < r+(t).

Thus V ≤ κ+ c except at x = ±R(t) sinψ±. In view of these and the fact that g ∈ W 2,1
∞ , we

easily find that

g
t
−

g
xx

1 + g2
x

− c
√

1 + g2
x
≤ 0

in the sense of distributions. Now (u, l±) is of type (A), we can find t1 > 0 such that

u(x, t1) ≥ g(x, 0) for all x ∈ [r−(0), r+(0)]. Hence, by Remark 3.1,

l−(t+ t1) ≤ r−(t), r+(t) ≤ l+(t+ t1), for t ≥ 0,(6.6)

u(x, t+ t1) ≥ g(x, t) for x ∈ [r−(t), r+(t)], t ≥ 0.(6.7)

Combining (6.2) and (6.6), we obtain

R(t− t1)/ sinψ+ ≤ l+(t) ≤ c(t+ t0)/ sinψ+ for all t ≥ t1,

−c(t+ t0)/ sinψ− ≤ l−(t) ≤ −R(t− t1)/ sinψ− for all t ≥ t1.
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Hence (1.14) follows by using (6.4). The inequalities (1.13) follow from (6.3) and (6.7) by

setting ρ(t) = ρ(t−t1). Finally (1.15) follows from (1.13) and the fact that limt→∞ ρ(t)/t = 1.

This completes the proof of the theorem. �

6.2. The bounded case. In this subsection, we shall prove Theorem 1.6 concerning type

(B) solutions. As shown in Remark 2.3, Theorem 1.6 (i) follows from Proposition 2.9 and

Theorem 1.3. Therefore, we only need to prove the assertion (ii) of Theorem 1.6. Let us first

state the following lemma on the uniform regularity of type (B) solutions:

Lemma 6.1. Let (u, l±) be a type (B) solution of (P). Then

lim sup
t0→∞

(
∥u∥C3,3/2(Dt0,t0+1) + ∥l±∥C3/2([t0,t0+1])

)
<∞,

where Dt0,t0+1 := {(x, t) | l−(t) ≤ x ≤ l+(t), t0 ≤ t ≤ t0 + 1}.

Proof. If (u, l±) is a type (B) solution, then, by Corollary 3.13, there exists t∗ ≥ 0 such that,

for each fixed t ≥ t∗, the function ux(x, t) vanishes only at its maximal point, say x = ξ(t).

Since h(t) := u(ξ(t), t) remains away from zero as t → ∞ by Lemma 3.2, we see from

Lemmas 2.1 and 2.2 that uxx(x, t) remains uniformly bounded as t→ ∞. Consequently, for

any α ∈ (1/2, 1), we have

lim sup
t→∞

(
∥u(·, t)∥C1+α([l−(t),l+(t)]) + l+(t)− l−(t)

)
<∞.

The conclusion of the lemma then follows from (7.4) in Theorem 7.1. �

Proof of Theorem 1.6 (ii). We first show that limt→∞{l−(t)−νt} exists. By (4.1), l−(t)−νt
remains bounded as t → ∞. Suppose limt→∞{l−(t) − νt} does not exist, and let x0 be a

point satisfying

lim inf
t→∞

{l−(t)− νt} < x0 < lim sup
t→∞

{l−(t)− νt}.

Then l−(t)−(x0+νt) changes sign infinitely many times as t varies over [0,∞). This, however,

contradicts Corollary 2.7, since x = x0 + νt is the left endpoint of Φ(x − νt − x0 − β) and

both u and Φ(x− νt−x0−β) satisfy (P). Hence limt→∞{l−(t)− νt} exists and is finite. Set

µ := lim
t→∞

{l−(t)− νt}.(6.8)

In what follows we shall prove that u(x+νt, t) → Φ(x−β−µ) as t→ ∞ in an appropriate

sense. For this, we take any sequence {tn} tending to ∞ and set un(x, t) := u(x+νtn, t+ tn)

for each n. Then, by Lemma 6.1, there is a subsequence of {tn}, again denoted by {tn} for

notational simplicity, such that

un(x, t) → w1(x, t) as n→ ∞,
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where the convergence is taken place in the set of the closure of the support of u in the C2,1

sense. Moreover, the limit function w1 is a solution of (1.1) satisfying

w1(±µ+ νt, t) = 0, w1
x(±µ+ νt, t) = ∓ tanψ±,

w1(x, t) > 0 for − µ+ νt < x < µ+ νt.

This last statement is a consequence of (6.8) and the fact that

u(x+ νtn, t+ tn)
∣∣
x=l±(t+tn)−νtn

= 0, ux(x+ νtn, t+ tn)
∣∣
x=l±(t+tn)−νtn

= ∓ tanψ±

for all n. On the other hand, the function w2(x, t) := Φ(x−νt−β−µ) satisfies w2(µ+νt, t) = 0

and w2
x(µ + νt, t) = − tanψ+ for all t. Thus, by Corollary 2.8, we have w1(x, t) ≡ w2(x, t).

Since this limit is independent of the choice of {tn}, part (ii) of Theorem 1.6 is proved. �

6.3. The shrinking case. To prove Theorem 1.7, we first derive the boundedness of the

aspect ratio r(t) := l(t)/h(t). A lower bound of r(t) is given in (2.40). The following result

provides an upper bound for the aspect ratio (see [9] for the case c = 0).

Proposition 6.2. Let (u, l±) be a type (C) solution of (P). Then r(t) is uniformly bounded

for t ∈ [0, T ). Consequently there exist constants 0 < K1 < K2 such that

(6.9) K1 ≤
l(t)√
T − t

≤ K2, K1 ≤
h(t)√
T − t

≤ K2 for t ∈ [0, T ).

To prove Proposition 6.2, we adopt the argument in [9], in which the method of Grayson

[23] is modified to deal with free boundaries with different contact angles. However, because

of the presence of the driving force c > 0, further modification will be needed. We begin

with a simple lemma concerning concave shapes.

Lemma 6.3. Let v(x) be a concave function on an interval [x0, x2] satisfying v(x) > 0 for

x ∈ (x0, x2), and let x1 be a point in (x0, x2). Set a1 := x1 − x0, a2 := x2 − x1 and

S1 :=

∫ x1

x0

v(x)dx, S2 :=

∫ x2

x1

v(x)dx.

Then
a21

(a1 + a2)2
≤ S1

S1 + S2

,
a22

(a1 + a2)2
≤ S2

S1 + S2

.

The above lemma can be proved easily by an elementary geometric argument, so the proof

is omitted. Note that it also follows from the fact that h−2
∫ x0+h
x0

v(x)dx is a decreasing

function of h > 0. The next lemma is due to [9], with slight modification:

Lemma 6.4. Let v(x) be a concave function on an interval [x0, x3] satisfying v(x) > 0 for

x ∈ (x0, x3) and choose points x0 < x1 < x2 < x3 such that S2 = S1 + S3, where

S1 :=

∫ x1

x0

v(x)dx, S2 :=

∫ x2

x1

v(x)dx, S3 :=

∫ x3

x2

v(x)dx.
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Set a1 := x1 − x0, a2 := x2 − x1, a3 := x3 − x2 and µ := S1/(S1 + S3) ∈ (0, 1). Then there

exist constants ω, ω′ ∈ (0, 1√
2
) depending only on µ such that

a2 ≤ ω(a1 + a2 + a3), a1 ≤ ω′(a1 + a2 + a3), a3 ≤ ω′(a1 + a2 + a3).

Proof. By Lemma 6.3, we have

a22
(a1 + a2)2

≤ S2

S1 + S2

=
1

1 + µ
,

a22
(a2 + a3)2

≤ S2

S2 + S3

=
1

2− µ
.

Consequently
a1 + a2 + a3

a2
≥
√
1 + µ+

√
2− µ− 1 >

√
2.

This proves the first inequality. The remaining inequalities follow from

a21
(a1 + a2 + a3)2

≤ S1

S1 + S2 + S3

=
µ

2
,

a23
(a1 + a2 + a3)2

≤ S3

S1 + S2 + S3

=
1− µ

2
.

The lemma is proved. �

Next, from (2.36) and the fact that A(t) → 0, L(t) → 0 as t↗ T , we see that

(6.10) A(t) = (ψ+ + ψ−)(T − t)− c

∫ T

t

L(τ)dτ = (ψ+ + ψ−)(T − t) + o(T − t).

This and (2.40) imply

(6.11) h(t) = O
(√

T − t
)
.

Again by (2.40),

(6.12)

(
l2(t)

M1A(t)

)1/2

≤ l(t)

h(t)
≤ l2(t)

A(t)
.

Consequently, the aspect ratio r(t) := l(t)/h(t) remains bounded as t↗ T if and only if

(6.13) lim sup
t→T

l(t)√
T − t

<∞.

Once the boundedness of r(t) is established, then the estimates (6.9) follow easily from

(6.10), (6.12) and the lower bound r(t) ≥ 2/M1 in (2.40). Thus all we need to prove is (6.13).

Now we define a sequence 0 < t1 < t2 < t3 < · · · → T by

tk = (1− 2−k)T (k = 1, 2, 3, . . .).

Then the following holds:

Lemma 6.5. The estimate (6.13) holds if

(6.14) lim sup
k→∞

l(tk)√
T − tk

<∞.
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Proof. By (2.38), l(t) ≤ l(tk) + 2M(t− tk) for t ∈ [tk, T ), where M :=M2 cotψmin. Hence

l(t)√
T − t

≤ l(tk) + 2M(t− tk)√
T − t

≤ l(tk) + 2M(T − tk)√
T − tk+1

=
√
2
l(tk) + 2M(T − tk)√

T − tk

for t ∈ [tk, tk+1], k = 1, 2, 3, . . .. It follows that

lim sup
t→T

l(t)√
T − t

≤
√
2 lim sup

k→∞

l(tk)√
T − tk

<∞.

The lemma is proved. �

Now we are ready to prove Proposition 6.2. We shall first prove it under the assumption

that u(x, t) is concave, and then prove it without this assumption.

Proof of Proposition 6.2 (the concave case). We assume that u(x, t) is concave for all t ∈
[0, T ). By Lemma 6.5, it suffices to prove (6.14).

Suppose that (6.14) does not hold. Then, by a shift of indices, there exists a sequence

{kj + 1} with kj → ∞ as j → ∞ such that

(6.15)
l(tkj+1)√
T − tkj+1

→ ∞ as j → ∞.

Without loss of generality, we may assume that

l(tkj)√
T − tkj

≤
l(tkj+1)√
T − tkj+1

(j = 1, 2, 3, . . .).

Then, since T − tk+1 = (T − tk)/2, we have

(6.16) l(tkj+1) ≥ l(tkj)/
√
2 (j = 1, 2, 3, . . .).

On the other hand, by the same argument as in the proof of Lemma 6.5,

√
2
l(tkj) + 2M(T − tkj)√

T − tkj
≥

l(tkj+1)√
T − tkj+1

.

Hence we have

(6.17)
l(tkj)√
T − tkj

→ ∞ as j → ∞.

Moreover, we have

l(tkj) ≥ l(tkj+1)/2 for large j.(6.18)

Indeed, by (6.17), it holds

l(tkj) ≥ 2M
√
T − tkj ≥ 2M(T − tkj)

for all j large enough. Combining with (2.38), we deduce that

l(tkj+1) ≤ l(tkj) + 2M(tkj+1 − tkj) ≤ 2l(tkj)

for all j large enough. Hence (6.18) follows.
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Now, for each t ∈ [0, T ), we define ri(t), i = 0, 1, 2, 3, by

l−(t) = r0(t) < r1(t) < r2(t) < r3(t) = l+(t),∫ r1(t)

r0(t)

u(x, t)dx =
µ

2
A(t),

∫ r3(t)

r2(t)

u(x, t)dx =
1− µ

2
A(t),

where µ := ψ−/(ψ+ + ψ−) ∈ (0, 1). By Lemma 6.4, we have

(6.19)
r1(t)− r0(t)

l(t)
≤ ω′,

r2(t)− r1(t)

l(t)
≤ ω,

r3(t)− r2(t)

l(t)
≤ ω′ for t ∈ [0, T ),

for some constants ω, ω′ ∈ (0, 1/
√
2) that depend only on µ. Also, by (2.38),

(6.20) [ l−(tkj+1), l+(tkj+1) ] ⊂ [ l−(tkj)−M(T − tkj), l+(tkj) +M(T − tkj) ],

where M := M2 cotψmin. Replacing {tkj} by its subsequence if necessary, we may assume

without loss of generality that the center of the interval [l−(tkj+1), l+(tkj+1)] lies on the left-

hand side of the center of [r1(tkj), r2(tkj)] for all j, or on the right-hand side for all j. In

what follows we assume the former, as the latter case can be treated in the same way. Thus

l−(tkj+1) + l+(tkj+1) ≤ r1(tkj) + r2(tkj) (j = 1, 2, 3, . . .).(6.21)

Combining (6.21) with (6.16) and (6.19), we obtain

l−(tkj+1) ≤ r∗1 −
σℓ∗

2
,

where r∗1 := r1(tkj), ℓ
∗ := l(tkj) and σ := 1/

√
2 − ω. Furthermore, combining (6.21) with

(6.16), (6.17), (6.19) and (6.20), we get

l+(tkj+1) ≥ r∗1 + σ′ℓ∗ + o(ℓ∗),

where σ′ := 1/
√
2− ω′. Hence, by (2.38),

(6.22) l−(t) ≤ r∗1 −
σℓ∗

2
+ o(ℓ∗), l+(t) ≥ r∗1 + σ′ℓ∗ + o(ℓ∗) for t ∈ [tkj , tkj+1].

Since u(x, t) is concave, the first inequality in (6.22) implies

ux(r
∗
1, t) ≤

h(t)

r∗1 − l−(t)
≤ 2h(t)

σℓ∗ + o(ℓ∗)
for t ∈ [tkj , tkj+1].

Combining this and the fact that h(t) = O
(√

T − t
)
= O

(√
T − tkj

)
, we obtain

(6.23) ux(r
∗
1, t) ≤ K

√
T − tkj
l(tkj)

:= εj for t ∈ [tkj , tkj+1]

for some constant K > 0 and for all large j. By (6.17), we have εj → 0 (j → ∞).
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Now observe that

d

dt

∫ r∗1

l−(t)

u(x, t)dx =

∫ r∗1

l−(t)

( uxx
1 + u2x

+ c
√

1 + u2x

)
dx

= arctanux(r
∗
1, t)− ψ− +O(ℓ∗)

≤ εj − ψ− +O(ℓ∗), t ∈ [tkj , tkj+1].

Since εj → 0 as j → ∞, we obtain∫ r∗1

l−(tkj )

u(x, tkj)dx−
∫ r∗1

l−(tkj+1)

u(x, tkj+1)dx = ψ−(tkj+1 − tkj) + o(tkj+1 − tkj)

=
ψ−

2
(T − tkj) + o(T − tkj+1).

On the other hand, by the definition of the point r∗1 = r1(tkj) and (6.10), we have∫ r∗1

l−(tkj )

u(x, tkj)dx =
µ

2
A(tkj) =

ψ−

2
(T − tkj) + o

(
T − tkj

)
.

Combining these estimates, we obtain

(6.24)

∫ r∗1

l−(tkj+1)

u(x, tkj+1)dx = o
(
T − tkj+1

)
= o
(
A(tkj+1)

)
.

Therefore, by the concavity of u(x, tkj+1) and Lemma 6.3, along with (6.16) and (6.18),

r∗1 − l−(tkj+1) = o
(
l(tkj+1)

)
= o
(
l(tkj)

)
.

On the other hand, the first inequality in (6.22) implies

r∗1 − l−(tkj+1) ≥
σ

2
l(tkj) + o

(
l(tkj)

)
,

which is a contradiction. This contradiction proves (6.14), and the proof of Proposition 6.2

is complete under the assumption that u is concave. �

Proof of Proposition 6.2 (the general case). The proof for the general case is almost the same

as above, with only a minor modification. Instead of concavity, we shall use the property

given in Lemma 4.3. Note also that the assertions (6.15)-(6.17) hold without the concavity

assumption.

The strategy is, as before, to derive a contradiction from the assumption (6.15). We define

r0(t), r1(t), r2(t), r3(t) exactly the same way. However, instead of the estimate (6.19), we shall

derive

(6.25)
r1(tkj)− ξ−(tkj)

l(tkj)
≤ ω′ + o(1),

r2(tkj)− r1(tkj)

l(tkj)
≤ ω,

ξ+(tkj)− r2(tkj)

l(tkj)
≤ ω′ + o(1),

where o(1) denotes a term that tends to 0 as j → ∞ and ξ± are defined in Lemma 4.3. For

this, we may assume without loss of generality that ξ−(tkj) < r1(tkj) < r2(tkj) < ξ+(tkj).

Otherwise, there is nothing to prove.
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By Lemma 4.3, we have

(6.26) h(t) ≥ u(ξ±(t), t) ≥ ±[l±(t)− ξ±(t)]δ0.

Then, using (6.11) and (6.17), it follows from (6.26) that

|ξ±(tkj)− l±(tkj)| ≤ δ−1
0 h(tkj) ≤ C

√
T − tkj
l(tkj)

l(tkj) = o
(
l(tkj)

)
.

Hence

(6.27) η(tkj) := ξ−(tkj)− l−(tkj) + l+(tkj)− ξ+(tkj) = o
(
l(tkj)

)
.

Also, by (6.26) and the concavity of u(·, t) in [ξ−(t), ξ+(t)],

A(tkj) ≥
∫ ξ+(tkj )

ξ−(tkj )

u(x, t)dx

≥ 1

2
[u(ξ+(tkj), tkj) + u(ξ−(tkj), tkj)] · [ξ+(tkj)− ξ−(tkj)](6.28)

≥ 1

2
δ0η(tkj)[l(tkj)− η(tkj)].

Now, Lemma 2.1 implies that∣∣∣∣∣
∫ ξ±(tkj )

l±(tkj )

u(x, tkj)dx

∣∣∣∣∣ ≤ 1

2
M1[ξ±(tkj)− l±(tkj)]

2 ≤ 1

2
M1η

2(tkj).

Therefore, using (6.27) and (6.28), we obtain∣∣∣∣∣
∫ ξ±(tkj )

l±(tkj )

u(x, tkj)dx

∣∣∣∣∣ ≤ 1

δ0

A(tkj)

l(tkj)− η(tkj)
M1η(tkj) = o

(
A(tkj)

)
.

Hence, applying Lemma 6.4 to the interval [ξ−(tkj), ξ+(tkj)], we obtain (6.25). Similarly,

the same estimate as (6.22), with l± being replaced by ξ±, can be derived. The same estimate

as (6.23) also follows from the inequality ux(r
∗
1, t) ≤ h(t)/(r∗1 − ξ−(t)). Then, using (6.25)

instead of (6.19) and arguing as in the concave case with only a minor modification, we obtain

the estimate (6.24), hence a contradiction. This completes the proof of Proposition 6.2. �

To proceed further, we first derive the following estimates from Proposition 6.2.

Lemma 6.6. Let (u, l±) be a solution of type (C) and (w, p, q) be the corresponding solution

of (1.17)-(1.20). Then there is a constant C > 0 such that

0 ≤ w(z, s), |wz(z, s)|, |wzz(z, s)| ≤ C for p(s) ≤ z ≤ q(s), s ≥ s0,(6.29)

−C ≤ p(s) < q(s) ≤ C for s ≥ s0.(6.30)

|p′(s)|, |q′(s)| ≤ C for s ≥ s0.(6.31)
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Proof. By (6.11), we obtain

0 ≤ w(z, s) =
u(x, t)√
2(T − t)

≤ h(t)√
2(T − t)

≤ C1

for some positive constant C1. Note that wz(z, s) = ux(x, t). Hence, by Lemma 2.1,

|wz(z, s)| = |ux(x, t)| ≤M1. By Corollary 3.13 and recall that d(t) is defined in Lemma 2.2,

there exists t∗ ∈ (0, T ) such that d(t) = minτ∈[0,t] h(τ) for t ∈ [t∗, T ). Due to h(t) → 0 as

t↗ T , it follows from Lemma 2.1 and (2.3) that there exists C2 > 0 such that

−C2

minτ∈[0,t] h(τ)
≤ uxx(x, t) ≤ C2 for all x ∈ [l−(t), l+(t)], t ∈ [t∗, T ).(6.32)

For each t ∈ [t∗, T ), there exists tm ∈ [0, t] such that h(tm) = minτ∈[0,t] h(τ). By (6.9) and

(6.32) that there exists a positive constant C5 such that

|wzz(z, s)| =
√

2(T − t) |uxx(x, t)| ≤ C2

√
2(T − t)

h(tm)
≤ C2∥r∥L∞

√
2(T − t)

l(tm)
≤ C5

for all z ∈ [p(s), q(s)] and s ≥ −1
2
ln(T − t∗). This completes the proof of (6.29).

Finally, for (6.30), note that l+(T ) = l−(T ) = 0 by assumption. It follows from (6.13) and

(2.39) that

l+(t)√
T − t

=
l(t) + l−(t)√

T − t
≤ l(t) + (c/ sinψ−)(T − t)√

T − t
≤ C4 for all t ∈ [0, T )

for some positive constant C4. This implies that q(s) ≤ C for all s ≥ s0. Similarly, we can

derive that p(s) ≥ −C for all s ≥ s0. For (6.31), differentiating l−(t) =
√

2(T − t)p(s) in t

and using the identity (2.37), we have

p′(s) = p(s) +
√

2(T − t) cotψ−ut(l−(t), t).

By the equation (1.1) and the identity wzz(z, s) =
√

2(T − t)uxx(x, t),

p′(s) = p(s) +
c

sinψ−

√
2(T − t) + wzz(z, s)

cos2 ψ−

tanψ−

Hence, using (6.29) and (6.30) we see that |p′(s)| ≤ C for some constant C > 0. Similarly,

we can derive that |q′(s)| ≤ C for some constant C > 0. Hence we have completed the proof

of Lemma 6.6. �

The next lemma follows immediately from (6.9).

Lemma 6.7. There is a constant k1 > 0 such that q(s)− p(s) ≥ k1 for all s ≥ s0.

Now, we are ready to give a proof of Theorem 1.7. Since the proof is standard, we only

outline it here.
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Proof of Theorem 1.7. First, we introduce the Lyapunov functional borrowed from [28]:

E[w(·, s)] :=
∫ q(s)

p(s)

exp

{
−
(
z2 + w2(z, s)

2

)}√
1 + w2

z(z, s) dz.

By using (1.18) and (1.19), we compute that

(6.33)
d

ds
E[w(·, s)] = −

∫ q(s)

p(s)

w2
s(z, s) exp

{
−
(
z2 + w2(z, s)

2

)}
[1 + w2

z(z, s)]
−1/2dz + J ,

where

J = q′(s)e−q
2(s)/2 cosψ+ − p′(s)e−p

2(s)/2 cosψ−

+
√
2ce−s

∫ q(s)

p(s)

exp

{
−
(
z2 + w2(z, s)

2

)}
ws(z, s)dz.

In fact, a direct calculation gives

d

ds
E[w(·, s)] =

∫ q(s)

p(s)

[
e−(z2+w2)/2

√
1 + w2

z(−wws) + e−(z2+w2)/2(1 + w2
z)

−1/2wzwzs

]
dz

+e−q
2(s)/2

√
1 + tan2 ψ+ q

′(s)− e−p
2(s)/2

√
1 + tan2 ψ− p

′(s).

Then, by an integration by parts, we have∫ q(s)

p(s)

e−(z2+w2)/2(1 + w2
z)

−1/2wzwzsdz

= e−(z2+w2)/2(1 + w2
z)

−1/2wzws

∣∣∣q(s)
p(s)

−
∫ q(s)

p(s)

ws

[
e−(z2+w2)/2(1 + w2

z)
−1/2wz

]
z
dz.

We compute that[
e−(z2+w2)/2(1 + w2

z)
−1/2wz

]
z
= e−(z2+w2)/2(1 + w2

z)
−1/2

(
wzz

1 + w2
z

− zwz − ww2
z

)
.

Differentiating (1.18) with respect to s, we deduce that

ws(p(s), s) = − tanψ− p
′(s), ws(q(s), s) = tanψ+ q

′(s).

Hence we obtain

d

ds
E[w(·, s)] = −

∫ q(s)

p(s)

e−(z2+w2)/2(1 + w2
z)

−1/2ws

(
wzz

1 + w2
z

− zwz + w

)
dz

+q′(s)e−q
2(s)/2 cosψ+ − p′(s)e−p

2(s)/2 cosψ−

and so (6.33) follows by using (1.17).

From Lemma 6.6 we see that

sup
s0<s<∞

∣∣∣∣∫ s

s0

J (τ)dτ

∣∣∣∣ ≤ C < +∞.

Therefore, for any given real numbers a, b with b > a ≥ s0, one can derive that∫ b

a

∫ q(s)

p(s)

w2
s(z, s) exp

{
−
(
z2 + w2(z, s)

2

)}
[1 + w2

z(z, s)]
−1/2dzds ≤ C(6.34)
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for some finite constant C > 0 independent of a, b.

In order to prove Theorem 1.7, it suffices to show that, for any sequence sn ↗ +∞, the

sequence {w(z, sn), p(sn), q(sn)} has a subsequence that converges to (φ, p̄, q̄) as n→ ∞. To

do so, we define

wn(z, s) := w(z, s+ sn), pn(s) := p(s+ sn), qn(s) := q(s+ sn).

We then convert the free boundary into a fixed boundary by the transformation

ŵ(ζ, s) :=
w(p(s) + ζ(q(s)− p(s)), s)

q(s)− p(s)
, ŵn(ζ, s) :=

w(pn(s) + ζ(qn(s)− pn(s)), s)

qn(s)− pn(s)
.

Then ŵ(ζ, s) satisfies

ŵs =
1

(q(s)− p(s))2
ŵζζ

1 + ŵ2
ζ

+

[
(1− ζ)p′(s) + ζq′(s)

q(s)− p(s)
− (1− ζ)p(s) + ζq(s)

q(s)− p(s)

]
ŵζ

+
(
1− q′(s)− p′(s)

q(s)− p(s)

)
ŵ +

√
2ce−s

q(s)− p(s)

√
1 + ŵ2

ζ , ζ ∈ (0, 1), s ≥ s0

with ŵ(0, s) = ŵ(1, s) = 0, ŵz(0, s) = tanψ−, ŵz(1, s) = − tanψ+ for s ≥ s0. The

same equation and the same boundary conditions are satisfied by ŵn except that the term

e−s on the right-hand side is replaced by e−(s+sn). By Lemma 6.6 and Lemma 6.7, the

above equation is uniformly parabolic and its coefficients are uniformly bounded. Thus we

can apply parabolic Lp estimates and the Sobolev embedding theorem to conclude that

∥ŵn∥C1+α,(1+α)/2([0,1]×[0,1]) ≤ C for some positive constant C. Furthermore, by the inte-

rior Schauder estimates, for any 0 < ε < 1/2 we have ∥ŵn∥C2+α,1+α/2([ε,1−ε]×[0,1]) ≤ Cε for

some positive constant Cε independent of n. Thus, there exists ŵ∗ ∈ C2,1((0, 1) × [0, 1]) ∩
C1,1/2([0, 1]× [0, 1]) and a subsequence of {ŵn}, still denoted by {ŵn}, such that

(6.35) ŵn → ŵ∗ in C2,1((0, 1)× [0, 1]) ∩ C1,1/2([0, 1]× [0, 1]) as n→ ∞.

By (6.30), (6.31) and the Ascoli-Arzelà theorem, we may assume without loss of generality

that, pn → p∗, qn → q∗ in C([0, 1]) as n→ ∞. Clearly, ŵ∗(ζ, s) satisfies

ŵ∗
s =

1

(q∗ − p∗)2
ŵ∗
ζζ

1 + (ŵ∗
ζ)

2
+

[
(1− ζ)p∗′ + ζq∗′

q∗ − p∗
− (1− ζ)p∗ + ζq∗

q∗ − p∗

]
ŵ∗
ζ

+
(
1− q∗′ − p∗′

q∗ − p∗

)
ŵ∗, ζ ∈ (0, 1), s ∈ [0, 1]

and the same boundary conditions as above. Therefore, if we set

w∗(z, s) := (q∗(s)− p∗(s)) ŵ∗
( z − p∗(s)

q∗(s)− p∗(s)
, s
)
,
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then, w∗ satisfies

w∗
s =

w∗
zz

1 + (w∗
z)

2
− zw∗

z + w∗, z ∈ (p∗(s), q∗(s)), s ∈ [0, 1](6.36)

w∗(p∗(s), s) = w∗(q∗(s), s) = 0, s ∈ [0, 1],(6.37)

w∗
z(p

∗(s), s) = tanψ−, w∗
z(q

∗(s), s) = − tanψ+, s ∈ [0, 1],(6.38)

We next prove w∗
s ≡ 0 , p∗(s) ≡ p̄ and q∗(s) ≡ q̄ for z ∈ (p∗(s), q∗(s)), s ∈ [0, 1]. For this,

it follows from (6.34) that∫ 1

0

∫ q(s+sn)

p(s+sn)

w2
s(z, s+ sn) exp

{
−
(
z2 + w2(z, s+ sn)

2

)}
[1 + w2

z(z, s+ sn)]
−1/2dzds

≤
∫ ∞

sn

∫ q(s)

p(s)

w2
s(z, s) exp

{
−
(
z2 + w2(z, s)

2

)}
[1 + w2

z(z, s)]
−1/2dzds.

Letting n→ ∞ and recalling (6.34) give∫ 1

0

∫ q∗(s)

p∗(s)

(w∗
s)

2(z, s) exp

{
−
(
z2 + (w∗)2(z, s)

2

)}
[1 + (w∗

z)
2(z, s)]−1/2dzds = 0,

which implies w∗
s ≡ 0 on (p∗(s), q∗(s)) × [0, 1]. Thus w∗ is a stationary solution of (6.36)-

(6.38). Since the solution of (1.21)-(1.23) is unique (see [9]), we see that p∗(s) ≡ p̄, q∗(s) ≡ q̄

and w∗(z, s) ≡ φ(z). This implies, in particular, that {(w(z, sn), p(sn), q(sn))} converges to

(φ(z), p̄, q̄) up to a subsequence. Furthermore, the limit is independent of the choice of {sn}.
Therefore, we have (w(z, s), p(s), q(s)) → (φ(z), p̄, q̄) as s → ∞. The proof of Theorem 1.7

is complete. �

Remark 6.1. If we use the higher-order boundary derivative estimates in Section 7, then

we easily see that the convergence in (6.35) actually takes place in C2,1([0, 1]× [0, 1]), or even

in C∞. More precisely, let v(y, τ) be the function defined just below (7.9) (which represents

the angle). Then vy represents a normalized curvature, and we have

vy =
L(t)√
T − t

wzz
(1 + w2

z)
3/2
.

By Lemma 6.6, we see that vy is uniformly bounded as τ → ∞ (or, equivalently, as s→ ∞).

Thus ∥v(·, τ)∥Cα([0,1]) remains bounded as τ → ∞ for any 1/2 < α < 1. Consequently,

by Lemma 7.1 (ii), ∥v(·, τ)∥Ck+1+α([0,1]) remains bounded as τ → ∞ for any k ∈ N. As is

easily seen, this implies that ∥ŵ(·, s)∥Ck+2+α([0,1]) remains bounded for all large s. Hence the

convergence in (6.35) takes place in C2m,m([0, 1] × [0, 1]) for any m ∈ N. Combining this

observation with the latter argument in the proof of Theorem 1.7 above, we see that

(6.39) ŵ(ζ, s) → φ(p̄+ ζ(q̄ − p̄))

q̄ − p̄
in C2m([0, 1]) as s→ ∞.

for any m ∈ N.
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Finally, we give a proof of Theorem 1.4.

Proof of Theorem 1.4. Differentiating (1.21) yields η′ = z(1+φ2
z)η, where η := φzz/(1+φ

2
z).

Therefore η does not change sign. Furthermore,∫ q̄

p̄

η(z) dz = −(ψ+ + ψ−) < 0;

hence η is strictly negative on p̄ ≤ z ≤ q̄, which implies

(6.40) φzz < 0 on [p̄, q̄].

By (6.39) (with m = 1) and (6.40), we have ŵζζ < 0 for all ζ ∈ [0, 1] and all sufficiently large

s, which implies wzz < 0 for z ∈ [p(s), q(s)] and for all sufficiently large s. This implies the

concavity of u for t sufficiently close to T , and the proof of the theorem is complete. �

7. Appendix

In this appendix, we shall provide a proof of the local existence and uniqueness theorem

for (P) and discuss continuous dependence of solutions on the initial data. As before, the

initial data u0 is taken from the following class:

(7.1) u0(x) > 0 for x ∈ (l0−, l
0
+) , u

0(l0±) = 0, u0x(l
0
±) = ∓ tanψ±, u

0 ∈ h1+α([l0−, l
0
+]),

where h1+α denotes the “little Hölder space” of exponent 1 + α with 0 < α < 1. Here, the

little Hölder spaces on a closed bounded interval I ⊂ R are defined by

hα(I) :=
{
f ∈ Cα(I) | lim

δ→0
sup

x,y∈I,|x−y|≤δ

|f(x)− f(y)|
|x− y|α

= 0
}
,

hk+α(I) := {f ∈ Ck(I) | f (k) ∈ hα(I)},

where k ∈ N and 0 < α < 1. The space hα(I) can be characterized as the closure of Cβ(I)

in the space Cα(I), where β ∈ (α,∞] is arbitrary (see, e.g., Proposition 0.2.1 of [32]). We

also define

hα0 (I) := {f ∈ hα(I) | f(x) = 0 for x ∈ ∂I}.

It is not difficult to see that

(7.2) hα0 (I) = Cβ
c (I)

Cα(I)

for any β ∈ (α,∞], where, with a slight abuse of the notation, Cβ
c (I) denotes the set of Cβ

functions on the bounded closed interval I that vanish in some neighborhood of ∂I, and X
Cα

denotes the closure of the set X in the Cα topology (see Remark 7.1 below).

The existence theorem for the problem (P) with c = 0 was proved in [8] for initial data

u0 ∈ C1+α, 0 < α < 1. Their method is first to normalize the interval [l−(t), l+(t)] by the

coordinate change (x − l−(t))/((l+(t) − l−(t))), thereby transforming (P) into a quasilinear

parabolic equation on a fixed interval. Then they use a rather delicate optimal regularity
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theory for parabolic operators in order to obtain sufficient estimates for contraction map-

ping argument. This makes their proof technically highly involved and not easy to follow.

Furthermore, they did not prove continuous dependence of solutions on the initial data.

In the present paper we take a totally different approach. We first rewrite (P) as an

equation for the angle variable θ = arctanux and use the normalized arclength parameter as

the space variable. The problem (P) will then be converted into a simple semilinear problem,

which makes it possible to apply a more elementary and well-documented general theory for

semilinear problems.

We assume α ∈ (1/2, 1) for technical reasons. This makes our assumption slightly stronger

than that in [8], but our approach has a great advantage in that our proof is more elementary

and more self-contained; furthermore, the continuous dependence result follows almost for

free. We also note that, unlike [8], we are adopting the little Hölder space h1+α instead of

C1+α, as it is a more natural space for discussing parabolic initial value problems.

Remark 7.1. While the assertion hα(I) = Cβ(I)
Cα(I)

can be found in many textbooks, we

could not find a precise reference for (7.2). For the convenience of the reader, let us give an

outline of the proof of (7.2). Let f be any element of hα0 (I), and let f̃ denote the 0-extension

of f outside I. Clearly f̃ ∈ hα(R). Now, for each λ > 1, we define

fλ(x) := f̃(x0 + λ(x− x0))|I ,

where x0 is an arbitrary interior point of I, which we fix. Then we have fλ ∈ hαc (I), where,

again with a slight abuse of the notation, hαc (I) denotes the set of hα(I) functions that

vanish in some neighborhood of ∂I. By the definition of hα, we easily see that fλ depends

on λ continuously in the topology of Cα(I). Thus, letting λ ↓ 1, we have fλ → f in hα0 (I),

which implies that hαc (I) is dense in h
α
0 (I). Next let g be an arbitrary element of hαc (I). Fix

ρ ∈ C∞
c (R) with

∫
R ρ(x)dx = 1, and set ρε(x) := ε−1ρ(ε−1x). Then ρε ∗ g ∈ C∞

c (I) for all

sufficiently small ε > 0. Furthermore, as shown in [32], we have ρε ∗ g → g as ε ↓ 0 in the

Cα topology. This means that C∞
c (I) is dense in hαc (I), hence in hα0 (I). This proves (7.2).

7.1. Local existence. Let us begin with the local existence result.

Theorem 7.1. Assume (7.1) for some l0− < l0+ with α ∈ (1/2, 1). Assume also that

(7.3) ∥u0∥C1+α([l0−,l
0
+]) + (l0+ − l0−) ≤ N

for some constant N > 0. Then there exist T1 and N1 > 0 depending only on N such that

the problem (P) has a unique classical solution

u ∈ C1+α,(1+α)/2(DT1) ∩ C2+α,1+α/2(DT1), l± ∈ C([0, T1]) ∩ C1+α/2((0, T1]),
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where DT1 := {(x, t) | l−(t) ≤ x ≤ l+(t), 0 < t ≤ T1}, and that this solution satisfies

∥u(·, t)∥C1+α([l−(t),l+(t)]) + |l+(t)|+ |l−(t)| ≤ N1, t ∈ [0, T1].

Furthermore, u(x, t) is C∞ in DT1 and l±(t) is C∞ in (0, T1], and for any T0 ∈ (0, T1) and

k ∈ N, there exists a constant N2 depending only on N, k and T0 such that

(7.4) ∥u∥Ck+2+α,(k+1+α)/2(DT1
\DT0

) + ∥l+∥C(k+1+α)/2([T0,T1]) + ∥l−∥C(k+1+α)/2([T0,T1]) ≤ N2.

We shall prove the above theorem by converting the quasilinear free boundary problem (P)

into a semilinear problem with a fixed boundary and applying standard results for abstract

semilinear parabolic equations. First note that the function θ(x, t) := arctanux(x, t) satisfies

θt = (cos2 θ) θxx + c(sin θ) θx, x ∈ (l−(t), l+(t)), t > 0,

θ = ∓ψ±, x = l±(t), t > 0.

Now we introduce the arclength parameter s by

s(x, t) =

∫ x

l−(t)

√
1 + u2x̃(x̃, t) dx̃

and define a function Θ(s, t) by Θ(s(x, t), t) = θ(x, t). Hereafter in order not to get confusion

we put tilde on the dummy variable in the integral to distinguish it from the variable. Then

Θ satisfies

Θt = Θss +
{
c(Θ− ψ− − cotψ−)− cotψ−Θs(0, t) +

∫ s

0

Θ2
s ds̃
}
Θs, s ∈ (0, L(t)), t > 0,

Θ(0, t) = ψ−, Θ(L(t), t) = −ψ+, t > 0

along with the following free boundary condition:

L′(t) = cotψ+(Θs(L(t), t) + c) + cotψ−(Θs(0, t) + c) + c(ψ+ + ψ−)−
∫ L(t)

0

Θ2
s ds, t > 0,

where L(t) is the length of the curve defined by (1.7). Here we have used the identity

(7.5) Θs(s, t) =
uxx

(1 + u2x)
3/2

and the equation

(7.6) l′−(t) = −Θs(0, t) + c

sinψ−
, t > 0.

The relation (7.6) is obtained by differentiating (1.2) with respect to t, and then using (1.1)

and (1.3) along with the identity (7.5).

Once the solution (Θ, L) of the above free boundary problem is given, one can obtain the

value of l−(t) by integrating (7.6) with l−(0) = l0−. Then the function s(x, t) can be recovered
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from the identity

(7.7) x = l−(t) +

∫ s(x,t)

0

cosΘ(s̃, t) ds̃.

In view of these and the relation ux(x, t)dx = sinΘ(s, t)ds, one can recover the original

solution (u, l±) of (P) by

(7.8)



u(x, t) =

∫ s(x,t)

0

sinΘ(s̃, t) ds̃,

l−(t) = l0− −
∫ t

0

Θs(0, t̃) + c

sinψ−
dt̃,

l+(t) = l−(t) +

∫ L(t)

0

cosΘ(s, t) ds.

We further rewrite the above free boundary problem into a problem on a fixed interval [0, 1]

by using the transformation

(7.9) τ =

∫ t

0

dt̃

L2(t̃)
, y =

s

L(t)
.

(Here the variable y represents a normalized arclength parameter and has nothing to do with

the y axis.) Then the above problem is reduced to the following problem for v(y, τ) = Θ(s, t),

η(τ) = lnL(t):

(7.10)


vτ = vyy + {P (y, τ, v, η) +Q(τ, v, η)y}vy, y ∈ (0, 1), τ > 0,

η′ = Q(τ, v, η), τ > 0,

v(0, τ) = ψ−, v(1, τ) = −ψ+, τ > 0,

where

P (y, τ, v, η) = ceη(τ)(v − ψ− − cotψ−)− (cotψ−)vy(0, τ) +

∫ y

0

v2y dy,

Q(τ, v, η) = (cotψ+)(vy(1, τ) + ceη(τ)) + (cotψ−)(vy(0, τ) + ceη(τ))

+ceη(τ)(ψ+ + ψ−)−
∫ 1

0

v2y dy.

The initial conditions for (7.10) are given by

(7.11) v0(y) := v(y, 0) = arctan {u0x(ζ−1(y))}, η0 := η(0) = lnL(0),

where ζ−1 is the inverse function of

(7.12) y = ζ(x) =
1

L(0)

∫ x

l0−

√
1 + (u0x)

2 dx.

By (7.9), we have

t = t(τ) :=

∫ τ

0

e2η(τ) dτ, s = s(y, τ) := yeη(τ), Θ(s(y, τ), t(τ)) = v(y, τ).
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This and (7.8) imply that, once the solution (v, η) of (7.10) is obtained, one can recover the

original solution (u, l±) of (P) as follows:

(7.13)



u(x, t) =

∫ y(x,t)

0

eη(τ(t)) sin v(y, τ(t)) dy,

l−(t) = l0− −
∫ τ(t)

0

eη(τ) vy(0, τ) + ce2η(τ)

sinψ−
dτ,

l+(t) = l−(t) +

∫ 1

0

eη(τ(t)) cos v(y, τ(t)) dy,

where y(x, t) and τ(t) are defined through the relations:

(7.14) t =

∫ τ(t)

0

e2η(τ) dτ, x = l−(t) +

∫ y(x,t)

0

eη(τ(t)) cos v(y, τ(t)) dy,

which follows from (7.7). Note that (v, η) determine (τ(t), l±(t)) first, and (y(x, t), u(x, t))

is determined later from these ones.

To prove Theorem 7.1, it suffices to establish the local existence, uniqueness and regularity

results for the problem (7.10)-(7.11). We first introduce the following weighted space:

C[β]((0, T ] ; Y ) := {U ∈ C((0, T ]) ; Y ) | supτ∈(0,T )∥τβU(τ)∥Y <∞},

where Y is any Banach space.

The following lemma gives existence and regularity of solutions of the normalized problem

(7.10)-(7.11).

Lemma 7.1. Assume v0 ∈ hα([0, 1]) for some α ∈ (1/2, 1) and v0(0) = ψ−, v
0(1) = −ψ+.

Suppose that

(7.15) ∥v0∥Cα([0,1]) + |η0| ≤ N

for some constant N > 0. Then there exist positive constants T1, N1 depending only on N

such that

(i) a unique solution (v, η) ∈ C[ 1−α
2

]((0, T1] ; C
1([0, 1]) × R) to the problem (7.10)-(7.11)

exists and it satisfies

(7.16) ∥v(·, τ)∥Cα([0,1]) + |η(τ)| ≤ N1, τ
1−α
2 ∥v(τ)∥C1([0,1]) ≤ N1 τ ∈ [0, T1].

Moreover, it is a classical solution:

v ∈ Cα,α/2([0, 1]× [0, T1]) ∩ C2+α,1+α/2
loc ([0, 1]× (0, T1]),

η ∈ C([0, T1]) ∩ C1+α/2
loc ((0, T1]).

(ii) For any T0 ∈ (0, T1) and k ∈ N, there exists a constant N2 depending only on N, k, T0

such that

∥v∥Ck+1+α,(k+1+α)/2([0,1]×[T0,T1]) + ∥η∥C(k+1+α)/2([T0,T1]) ≤ N2.
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(iii) If (v, η), (v̄, η̄) are solutions with initial data (v0, η0), (v̄0, η̄0) satisfying (7.15), respec-

tively, then there exists a positive constant N3 (depending only on N) such that for

any τ ∈ (0, T1],

∥v(·, τ)− v̄(·, τ)∥Cα([0,1]) + τ
1−α
2 ∥vy(·, τ)− v̄y(·, τ)∥C([0,1]) + |η(τ)− η̄(τ)|

≤ N3(∥v0 − v̄0∥Cα([0,1]) + |η0 − η̄0|).

This lemma shall be proved in the framework of an abstract parabolic equation in the

following form:

(7.17)


dU

dτ
= AU + F (U), τ > 0,

U(0) = U0.

Here A denotes the generator of an analytic semigroup on a Banach space X with domain

D(A) and F : Xβ → X is a function satisfying the condition (7.20) below, where β ∈ (0, 1),

and Xβ denotes the usual interpolation space between X0 := X and X1 := D(A); namely

Xβ := (X,D(A))β,∞ = {w ∈ X | lim sup
t↘0

t1−β∥AetAw∥X <∞}.

In what follows, we shall consider the problem (7.17) in the interpolation space Xδ with

0 < δ < β, and look for a solution that belongs to C[β−δ]((0, T1] ; Xβ)∩C([0, T1] ; Xδ). Here,

by a solution, we mean a mild solution, namely a function U(τ) satisfying

(7.18) U(τ) = eτAU0 +

∫ τ

0

e(τ−σ)AF
(
U(σ)

)
dσ.

Proposition 7.2. Let p > 1, 1 > β > δ > 0 be constants satisfying

(7.19) p(β − δ) < 1− δ,

and let F : Xβ → X0 be a map satisfying

(7.20) ∥F (U1)− F (U2)∥X0 ≤ CF∥U1 − U2∥Xβ
(∥U1∥p−1

Xβ
+ ∥U2∥p−1

Xβ
+ 1)

for some constant CF > 0. Then, for each N > 0, there exist T1, N1, N3 > 0 depending only

on A,F and N such that the following (i),(ii),(iii) hold.

(i) For any U0 ∈ Xδ with ∥U0∥Xδ
≤ N , there exists a unique mild solution U ∈

C[β−δ]((0, T1] ; Xβ) to the problem (7.18) and this unique solution satisfies

(7.21) ∥U∥C[β−δ]((0,T1] ;Xβ) ≤ N1, sup
τ∈[0,T1]

∥U(τ)∥Xδ
≤ N1.

(ii) Let U(τ) be as in (i). Then U(τ) → U0 in Xδ as τ → 0 if and only if U0 ∈ D(A)
Xδ
.

(iii) If U, V are mild solutions with initial data U0, V 0 ∈ D(A)
Xδ

satisfying

∥U0∥Xδ
, ∥V 0∥Xδ

≤ N,
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then

∥U(τ)− V (τ)∥Xδ
+ τβ−δ∥U(τ)− V (τ)∥Xβ

≤ N3∥U0 − V 0∥Xδ
, τ ∈ (0, T1].

If, in addition, U0, V 0 ∈ Xβ and satisfy ∥U0∥Xβ
, ∥V 0∥Xβ

≤ N , then

∥U(τ)− V (τ)∥Xβ
≤ N3∥U0 − V 0∥Xβ

, τ ∈ [0, T1].

(iv) If U0 ∈ D(A)
Xδ
, then U is a classical solution that belongs to C1((0, T1];X) ∩

C((0, T1];D(A)). Furthermore, for any γ ∈ (0, 1) and T0 ∈ (0, T1), it holds that

U ∈ C1+γ([T0, T1];X)∩Cγ([T0, T1];D(A)), and that there exists a constant N2 > 0 de-

pending only on A,F , N , γ, T0 such that ∥U∥C1+γ([T0,T1]);X)+∥U∥Cγ([T0,T1]);D(A)) ≤ N2.

Outline of the proof. The existence statement (i) follows by applying the contraction map-

ping theorem to the integral equation (7.18) in the space C[β−δ]((0, T1] ; Xβ). The argument

is rather standard; see Theorem 7.1.5 (ii) of [32]. (In [32], the author assumes U0 ∈ D(A)
Xδ

and applies the contraction argument in the space C[β−δ]((0, T1] ; Xβ)∩C([0, T1] ; Xδ) instead

of C[β−δ]((0, T1] ; Xβ), but the basic arguments are the same.) For the reader’s convenience,

let us give a brief outline of this argument. We begin with the estimates (7.21). Let λ ∈ [δ, β].

Then, by (7.18) and (7.20) (with U1 = U,U2 = 0), we have

τλ−δ∥U(τ)∥Xλ
≤ τλ−δ∥eτAU0∥Xλ

+ τλ−δ
∫ τ

0

∥e(τ−σ)AF (U(σ))∥Xλ
dσ

≤ CA,λ,δ∥U0∥Xδ
+ CA,λ,0τ

λ−δ
∫ τ

0

(τ − σ)−λ∥F (U(σ))∥X0 dσ

≤ CA,λ,δ∥U0∥Xδ
+ CA,λ,0CF τ

λ−δ
∫ τ

0

(τ − σ)−λ
(
∥U(σ)∥pXβ

+ ∥U(σ)∥Xβ

)
dσ

≤ CA,λ,δN + CA,λ,0CF τ
λ−δ(Kp

∫ τ

0

(τ − σ)−λσ−p(β−δ) dσ

+K

∫ τ

0

(τ − σ)−λσ−(β−δ) dσ
)

= CA,λ,δN + CA,λ,0CF (K
p +K)O(τ−δ−p(β−δ)),

where

CA,α1,α2 := sup
τ∈[0,T1]

τα1−α2∥eτA∥L(Xα1 ,Xα2 )
, K := sup

τ∈(0,T1]
∥U∥C[β−δ](0,T1]:Xβ)

for 1 ≥ α2 > α2 ≥ 0. By setting λ = β and λ = δ, and using (7.19), we obtain the first and

the second estimates of (7.21), respectively. Again by a similar argument, we can show that

the operator on the right-hand side of (7.18) defines a contraction map in C[β−δ]((0, T1];Xβ)

provided that T1 is chosen small enough. This proves the assertion (i).

Next, by the fact that U(τ) belongs to the space C[β−δ]((0, T1] ; Xβ), it is easily seen that

the term
∫ τ
0
e(τ−σ)AF

(
U(σ)

)
dσ tends to 0 in Xδ as τ → 0. Hence U(τ) → U0 as τ → 0 is
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equivalent to eτAU0 → U0 as τ → 0. Therefore, the statement (ii) follows immediately from

the well-known property of linear analytic semigroups; see, e.g., Proposition 2.1.4 (i) of [32].

The statement (iii) also follows from the standard contraction argument; see, e.g., Theorem

7.1.5 (i)-(ii) of [32].

The statement (iv) can be shown by using the expression (7.18) along with the following

well-known property of analytic semigroup, namely, for any T1 > 0, there exists a positive

constant C such that

τ γ∥eτAw∥Xγ ≤ C∥w∥X , 0 < τ < T1,(7.22)

τ 1+γ∥AeτAw∥Xγ ≤ C∥w∥X , 0 < τ < T1.(7.23)

To be more precise, from (7.22) and (7.23), we obtain∥∥∥∫ τ

0

e(τ−σ)AF
(
U(σ)

)
dσ
∥∥∥
C1−γ([0,T1];Xγ)

≤ C∥F (U(·))∥L∞(0,T1;X0).

(See Proposition 4.2.1 of [32] for details.) Combining this, (7.20) and (7.21) (with U1 =

U,U2 = 0) yields∥∥∥∫ τ

0

e(τ−σ)AF
(
U(σ)

)
dσ
∥∥∥
C1−γ

[β−δ]
((0,T1];Xγ)

≤ C∥F (U(·))∥C[β−δ]((0,T1];X0),

≤ CCF

(
∥(U(·))∥pC[β−δ]((0,T1];Xβ)

+ ∥(U(·))∥C[β−δ]((0,T1];Xβ)

)
≤ CCF (N

p
1 +N1),

where

C1−γ
[β−δ]((0, T ] ; Y ) := {U ∈ C1−γ((0, T ]) ; Y ) | ∥τβ−δU(τ)∥C1−γ

loc ((0,T ] ;Y ) <∞}.

Similarly, by using (7.22), we obtain

∥eτAU0∥C1−γ([T0/2,T1];Xγ) ≤ CT −(1−δ)
0 ∥U0∥Xδ

.

Consequently, there exists a constant C̃ > 0 that depends on A,F, γ such that

(7.24) ∥U∥C1−γ([T0/2,T1];Xγ) ≤ C̃
(
NT −(1−δ)

0 + T −(β−δ)
0 (Np

1 +N1)
)
.

Therefore, U ∈ C1−γ([T0/2, T1];Xγ) and the map τ 7→ F (U(τ)) belongs to C1−γ([T0, T1];X),

since the map τ → eτ∆U0 belongs to C∞((0, T1];D(A)). By applying Theorem 4.3.1 of [32]

to the mild solution of

U(τ) = e(τ−T0/2)U(T0/2) +

∫ τ

T0/2
eτ−σF (U(σ)) dσ, T0/2 ≤ τ ≤ T1,

we see that U is a classical solution belonging to C1+γ([T0, T1];X) ∩ Cγ([T0, T1];D(A)) such

that the following estimate holds:

∥U∥C1+γ([T0,T1]);X) + ∥U∥Cγ([T0,T1]);D(A)) ≤ N{∥F∥Cγ([T0/2,T1]);X) + ∥U(T0/2)∥D(A)}

for some constant N > 0 that depends on A,F, γ . Combining this and (7.24), we proves

(iv). Thereby the proof of the proposition is complete. �
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Remark 7.2. As one sees in Theorem 7.1.5 (iii) of [32] or Theorem 51.29 (ii) of [37], one

can show the existence of the solution U under a weaker assumption δ + p(β − δ) = 1, but

the estimates (7.21) do not hold in general. See also Proposition 7.2 (i)-(iii) of [37] for a

similar result.

Remark 7.3. The idea of using a contraction argument in a time-weighted space such as

C[β]((0, T1] ; Xβ) for an abstract semilinear parabolic problem like (7.17) goes back to the

works of [19] and [20]. The same idea was re-discovered independently in the work of [39],

from which this idea came to be widely known.

Now we go back to the problem (7.10)-(7.11).

Proof of Lemma 7.1. We define

ṽ(y, τ) := v(y, τ)− (1− y)ψ− + yψ+.

Then ṽ(0, τ) = ṽ(1, τ) = 0 and

(7.25)

{
ṽτ = ṽyy + (P (y, τ, v, τ) +Q(τ, v, τ)y)(ṽy − ψ− − ψ+),

η′(τ) = Q(τ, v, τ), τ > 0.

Now we rewrite (7.25) in the abstract form (7.17). Let

X = C0([0, 1])× R, where C0([0, 1]) = {ṽ ∈ C([0, 1]) | ṽ(0) = ṽ(1) = 0},

and let A denote the differential operator U := (ṽ, η) 7→ (d2ṽ/dy2, 0) with domain

D(A) = {(ṽ, η) ∈ C2([0, 1])× R | ṽ(0) = ṽ(1) = 0}.

By Corollary 3.1.21 (ii) of [32] for n = 1, the operator A : D(A) ⊂ X → X is sectorial in

X and thus generates an analytic semigroup on X. The operator F : C1([0, 1])× R → X is

given by the lower order terms on the right-hand side of (7.25).

Now, we set δ := α/2. Then we have Xδ = Cα
0 ([0, 1])×R (Theorem 3.1.29 of [32]). Hence,

by (7.2),

(7.26) D(A)
Xδ

= hα0 ([0, 1])× R.

To check (7.20), we need Xβ ⊂ C1([0, 1]) × R. Indeed, for each β ∈ (1/2, 1), we have

Xβ = C2β
0 ([0, 1])×R (Theorem 3.1.29 of [32]), which is contained in C1([0, 1])×R. Then by

direction computations, we see that F satisfies the condition (7.20) if p ≥ 3 and β ∈ (1/2, 1).

Thus, (7.19) is equivalent to

α >
2(pβ − 1)

p− 1
.
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From the above inequality, we can see why we need the restriction α ∈ (1/2, 1). Indeed,

when β → 1/2, we have 2(pβ − 1)/(p− 1) → (p− 2)/(p− 1). The lower bound of α is given

by

min
p≥3

{
p− 2

p− 1

}
=
p− 2

p− 1

∣∣∣∣
p=3

=
1

2
.

Thus, for given any α ∈ (1/2, 1), by choosing p = 3 and β sufficiently close to 1/2, we see

that (7.19) holds, which allows us to apply Proposition 7.2(i) to establish the existence of

the solution to (7.25) and the estimates (7.16) follows from (7.21). Proposition 7.2(ii) and

(7.26) imply that U(τ) → U0 as τ → 0. By applying Proposition 7.2 (i),(iii) to the problem

(7.10), we prove the assertions of the first part of (i) and (iii) in Lemma 7.1.

Next, we prove that (v, η) is a classical solution, thereby completing the proof of Lemma

7.1 (i) and also that of Lemma 7.1 (ii) for k = 1. By (7.24), the function (v, η) is bounded

in C1−α/2([T0/2, T1];C
α[0, 1])× C1−α/2([T0/2, T1]). Since α/2 < 1− α/2, we have

(v, η) ∈ Cα,α
2 ([0, 1]× [T0/2, T1])× C

α
2 ([T0/2, T1]).

Finally, we prove Lemma 7.1 (i). By Proposition 7.2 (iv), (v, η) is a classical solution of

(7.10)-(7.11) such that

(v, η) ∈ Cγ([T0, T1];C
2[0, 1])× Cγ([T0, T1]) ∩ C1+γ([T0, T1];C[0, 1])× C1+γ([T0, T1]).

Thus we obtain the boundedness of ∥(P + Qy)(ṽy − ψ− − ψ+)∥Cα,α2 ([0,1]×[T0,T1])
. Hence, by

the standard Schauder theory (See Lemma 5.1.8 of [32]), Lemma 7.1 (ii) for k = 1 is proved.

Note that v ∈ C
2+α,1+α/2
loc ([0, 1] × (0, T1]) and η ∈ C([0, T1]) ∩ C

1+α/2
loc ((0, T1]) implies that

(P + Qy)(ṽy − ψ− − ψ+) ∈ C
1+α,1/2+α/2
loc ([0, 1] × (0, T1]). Thus by applying the standard

parabolic estimates to (7.25), Lemma 7.1(ii) is proved for k = 2. Repeating the same

procedure, we obtain the desired result for any k ∈ N. �

Now we are ready to prove the local existence theorem for the problem (P).

Proof of Theorem 7.1. Our strategy is to rewrite the problem (P) into the form (7.10) and

apply Lemma 7.1, then use (7.13)-(7.14) to get the desired result.

The assumption (7.3) implies that ∥u0∥C1+α([l0−,l
0
+]) + L(0) ≤ N0 for some constant N0 >

0 that depends only on N . This gives us the corresponding bound for ∥θ(·, 0)∥Cα([l0−,l
0
+]),

and also (7.7) yields a bound of ∥s(·, 0)∥C1+α([l0−,l
0
+]) that depends on N0. Therefore, we

get a similar estimate for ∥Θ(·, 0)∥Cα([0,L(0)]). Then the same estimate can be obtained for

v0(y) = Θ(L(0)y, 0) measured in the space Cα([0, 1]). Hence ∥v0∥Cα([0,1]) + η0 is bounded by

a constant that depends only on N .
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By (i) of Lemma 7.1, there exists a unique classical solution (v, η) satisfying 7.1.(i), where

N1 and T1 depend only on N . We define t and T1 by the relation

t =

∫ τ

0

dω

L2(ω)
, t ∈ [0, T1), T1 =

∫ T1

0

dω

L2(ω)
.

Next we show that η(τ) = lnL(t) is bounded. Let x = xs ∈ (l0−, l
0
+) be the smallest critical

point of u0. Then

tanψ−

l(0)α
=
ux(l−(t), t)

l(0)α
≤

|ux(xs, 0)− ux(l
0
−, 0)|

(xs − l0−)
α

≤ ∥u0∥C1+α([l0−,l
0
+]) ≤ N0,

which implies

(7.27) η(0) ≥ ln l(0) ≥ 1

α
ln
(tanψ−

N0

)
.

By the second equation of (7.10) and (7.16), the function η(τ) is uniformly bounded:

|η(τ)− η(0)| ≤ 2N1

1 + α
(cotψ+ + cotψ−)T

1+α
2

1 + ceN1(ψ+ + ψ− + cotψ+ + cotψ−)T1 +
N2

1T α
1

α
.

This implies that T1 depends only on N , since N1 and T1 depend only on N .

Note that (7.14) implies that y(·, t) ∈ C1+α([l−(t), l+(t)]). Here we used

yx(x, t) = 1/(eη(τ(t)) cos v(y(x, t), τ(t)))

and the fact

|v(y, τ)| ≤ max{ψ+, ψ−, ∥v(·, 0)∥L∞([0,1])} for y ∈ [0, 1], τ ∈ [0, T1],

which follows from the maximum principle. Therefore, by (7.16) and (7.13)-(7.14), we obtain

the uniform estimates:

∥u(·, t)∥C1+α([l−(t),l+(t)]) + L(t) ≤ N1, t
1−α
2 ∥u(·, t)∥C2([l−(t),l+(t)]) ≤ N1

for all t ∈ [0, T1]. We also get the uniform boundedness of l±(t) in Theorem 7.1, and (7.4)

of Theorem 7.1 on DT1 \DT0 from Lemma 7.1 (ii) , where T0 is defined through the relation

T0 =

∫ T0

0

dω

L2(ω)
.

Finally, we shall prove (7.4). The regularity for v in Lemma 7.1 (ii) and (7.14) imply that

y(x, t) is Ck+2+α,(k+2+α)/2. This together with (7.13) and the regularity of (v, η) implies that

u(x, t) is Ck+2+α,(k+1+α)/2 and l± is C(k+1+α)/2 with the corresponding estimates. �

7.2. Continuous dependence on the initial data. In this subsection we discuss con-

tinuous dependence of solutions on the initial data. In what follows, [0, T (U0) ) with

0 < T (U0) ≤ ∞, will denote the maximum time interval for the existence of the solu-

tion of the problem (7.17). First we discuss the continuous dependence of solutions on the

initial data of the problem (7.17).
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Lemma 7.3. Under the assumption of Proposition 7.2, let U and Un be solutions of the

problem (7.17) with initial values U0 and U0
n, respectively, satisfying limn→∞ ∥U0−U0

n∥Xδ
= 0.

Then for any τ∗ ∈ (0, T (U0)), the following hold:

(i) T (U0
n) > τ∗ for all n sufficiently large;

(ii) limn→∞ supτ∈[0,τ∗] ∥U(τ)− Un(τ)∥Xδ
= 0.

(iii) For any ε ∈ (0, τ∗) sufficiently small, there exists a constant K > 0 independent of n

such that

(7.28) sup
τ∈[0,ε]

τβ−δ∥U(τ)− Un(τ)∥Xβ
≤ K for all n.

Moreover,

(7.29) lim
n→∞

sup
τ∈[ε,τ∗]

∥U(τ)− Un(τ)∥Xβ
= 0.

Proof of Lemma 7.3. First we prove (i)-(ii) of this lemma. Define N = 2 supτ∈[0,τ∗] ∥U(τ)∥Xδ
,

and let T1 denote the constant in Proposition 7.2 corresponding to the above N . Since

∥U0∥Xδ
≤ N/2, we have ∥U0

n∥Xδ
≤ N for all sufficiently large n. Therefore, by Proposition

7.2 (i), (iii) , we have T (U0
n) ≥ T1 for all sufficiently large n and

(7.30) lim
n→∞

sup
τ∈[0,T1]

∥U(τ)− Un(τ)∥Xδ
= 0.

Combining this and the fact that ∥U(τ)∥Xδ
≤ N/2 for τ ∈ [0, T1], we obtain

(7.31) ∥Un(τ)∥Xδ
≤ N, τ ∈ [0, T1].

Now denote by k∗ the largest integer satisfying 0 < k∗T1 ≤ τ∗. If k∗ = 0, then this means

that T1 ≥ τ∗, therefore the conclusion of Lemma 7.3 follows from (7.30). Next suppose that

k∗ ≥ 1. Then, by (7.30) and (7.31), we have

∥Un(T1)∥Xδ
≤ N, lim

n→∞
∥U(T1)− Un(T1)∥Xδ

= 0.

Hence by the same argument as above, we obtain T (U0
n) ≥ 2T1 and

∥Un(τ)∥Xδ
≤ N, τ ∈ [T1, 2T1],

lim
n→∞

sup
τ∈[T1,2T1]

∥U(τ)− Un(τ)∥Xδ
= 0.

Repeating the same argument, we see that, for sufficiently large n, T (Un
0 ) ≥ (k∗ +1)T1, and

∥Un(τ)∥Xδ
≤ N, τ ∈ [kT1, (k + 1)T1],

lim
n→∞

sup
τ∈[kT1,(k+1)T1]

∥U(τ)− Un(τ)∥Xδ
= 0(7.32)

for k = 0, 1, 2, . . . , k∗. Since τ∗ < (k + 1)T1, the conclusion (i)-(ii) of the lemma now follows

from (7.32).
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Now we shall prove the continuity property (iii). Note that (7.28) is also shown for

ε ∈ [0, T1] when we proved (7.30). By the first inequality in (iii) of Proposition 7.2, we also

have limn→∞ ∥U(T1) − Un(T1)∥Xβ
= 0. By the second inequality of Proposition 7.2 (iii), we

can repeat the same inductive argument as above to get (7.29). �

Set U = (ṽ, η), Un = (ṽn, ηn), δ = α/2 and choose β satisfying (7.19) with p = 3. Then

the following result follows from Lemma 7.3.

Corollary 7.4. Let (v, η) be a solution of (7.10)-(7.11), and (vn, ηn) be a sequence of solu-

tions of (7.10)-(7.11) with initial data (v0n, η
0
n) such that

(7.33) lim
n→∞

η0n = η0, lim
n→∞

∥v0n − v0∥Cα([0,1]) = 0.

Then for any τ∗ ∈ (0, T (v0, η0)), the inequality T (v0n, η
0
n) > τ∗ holds for all sufficiently

large n. Furthermore, for any ε ∈ (0, τ∗) sufficiently small, there exists a constant K > 0

independent of n such that

lim
n→∞

sup
τ∈[0,τ∗]

∥vn(·, τ)− v(·, τ)∥Cα([0,1]) = lim
n→∞

sup
τ∈[ε,τ∗]

∥(vn)y(·, τ)− vy(·, τ)∥C([0,1]) = 0(7.34)

sup
τ∈[0,ε]

(
τ

1−α
2 ∥(vn)y(·, τ)− vy(·, τ)∥C([0,1])

)
≤ K,(7.35)

lim
n→∞

ηn(τ) = η(τ).(7.36)

Finally, we consider the continuous dependence in the original variable. In what follows,

[0, T (u0, l0±)) will denote the maximal time interval for the existence of the solution (u, l±)

of (P ) for the initial data (u0, l0±).

Theorem 7.2. Let the functions u0 ∈ C2([l0−, l
0
+]) and u

0
n ∈ C2([l0n,−, l

0
n,+]) satisfy

u0 > 0 in (l0−, l
0
+), u0(l0±) = 0, u0x(l

0
±) = ∓ tanψ±,(7.37)

u0n > 0 in (l0n,−, l
0
n,+), u0n(l

0
n,±) = 0, (u0n)x(l

0
n,±) = ∓ tanψ±(7.38)

for all n ∈ N. Assume that

(7.39) lim
n→∞

l0n,± = l0±, lim
n→∞

∥u0n − u0∥L∞(R) = 0,

where we set u0, u0n ≡ 0 outside of [l0−, l
0
+] and [l0n,−, l

0
n,+], respectively. Assume also that there

exists a constant N > 0 such that

(7.40) ∥u0∥C2([l0−,l
0
+]), ∥u0n∥C2([l0n,−,l

0
n,+]) ≤ N (n = 1, 2, 3, · · · ).

Then for any t ∈ (0, T (u0, l0±)), it holds that t < T (u0n, l
0
n,±) for sufficiently large n and that

(7.41) lim
n→∞

ln,±(t) = l±(t), lim
n→∞

∥un(t)− u(t)∥L∞(R) = 0.



62 JONG-SHENQ GUO, HIROSHI MATANO, MASAHIKO SHIMOJO, AND CHANG-HONG WU

Proof. By (7.40) and a compactness argument, we see that the convergence u0n → u0 in

(7.39) takes place in a certain stronger sense, which, in particular, implies the following

convergence:

η0n = lnLn(0) = ln
(∫ l0n,+

l0n,−

√
1 + (u0n)

2
x(x) dx

)
→ lnL(0) = η0 as n→ ∞.

Next, by differentiating (7.12), we can show the boundedness of {ζ−1
n } in C2([0, 1]). Thus, we

can choose a subsequence, still denoted by {ζ−1
n }, such that limn→∞ ∥ζ−1

n − ζ−1∥C1([0,1]) = 0.

From (7.11) and (7.12), we have

v0y(ζ
−1(y)) =

u0xx(η
−1(y))

1 + u0x(ζ
−1(y))2

1

ζ ′(ζ−1(y))
=

L(0)u0xx(x)

(1 + (u0x(x))
2)3/2

,

and (7.40) implies that there exists a constant CN > 0 that depends on N > 0 such that

∥v0∥C1([0,1]), ∥v0n∥C1([0,1]) ≤ CN (n = 1, 2, 3, · · · ).

Thus {v0n} is relatively compact in Cα([0, 1]). Therefore, by (7.11)-(7.12) and (7.37)-(7.39),

v0n converges to v0 in Cα([0, 1]) as n → ∞. Hence we can apply Corollary 7.4 to get (7.34)-

(7.36). Thus the assertion ln,−(t) → l−(t) in (7.41) follows from (7.13), (7.35), (7.36) and

the inequality (1 − α)/2 < 1. The assertion for ln,+ follows from that for ln,− along with

(7.13), (7.34) and (7.36). Combining this, (7.13), (7.34) and (7.36), we get (7.41) for un for

any t ∈ [0, T (u0, l0±) ). �
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